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Abstract

It is argued that a fruitful, and as yet unexplored, avenue
for artificial life research lies in modelling organisms as
organisations embedded within a dynamical system en-
vironment. From this perspective, the origin and evo-
lution of life is the progressive control of the dynamical
system at a local level by constraints which are rep-
resented on an organism’s genome. Such an approach
shifts the focus of artificial life models away from the
design of individuals, towards the interaction of an in-
dividual with its dynamic environment. It also admits
no representational distinction between organism and
environment. An evolutionary cellular automata sys-
tem, called EvoCA, is introduced as a tool to explore
these ideas. In EvoCA, an evolved individual is a col-
lection of constraints on the state of specific cells in the
CA. Results are presented of initial experiments to in-
vestigate the interaction of evolution with the dynamics
of EvoCA under various regimes (as characterised by
Langton’s λ parameter) and to study different ways of
specifying constraints (i.e. timed and conditional genes).
It is suggested that, for future experiments, it may be
productive to allow evolution more opportunity to ex-
ploit the given dynamics of the environment, by using
natural selection methods, rather than trying to force
it in a particular direction using the artificial selection
methods of genetic algorithms. A variety of planned
future experiments are discussed.

Introduction

One of the key challenges facing artificial life researchers,
as well as biologists, is to explain the origin of living
organisms from a non-living environment (Bedau et al.
2000; Maynard Smith 1986).

Most ALife work on the evolution of life has em-
ployed a strong representational distinction between liv-
ing organisms and their environment. Examples include
Tierra (Ray 1991) and PolyWorld (Yaeger 1994). In
Tierra, for instance, individuals are computer programs
with associated instruction pointers, registers, stacks,
etc. Interactions between an individual and its envi-
ronment can only be achieved in a limited number of
predefined ways, such as by the allocation of memory
in order to reproduce (an interaction with the abiotic
environment), or by reading machine instructions from

a neighbouring program (an interaction with the biotic
environment).1

Even in work where no such distinction exists, in-
dividuals, and the dynamical laws of the environment,
are carefully crafted to achieve a particular type of be-
haviour. Examples of this type include von Neumann’s
self-reproducing automata (von Neumann 1966), sim-
ulations of autopoietic systems (Varela, Maturana, &
Uribe 1974; McMullin & Varela 1997), and Holland’s
α-Universes (Holland 1976).

Neither of these approaches (i.e. using a strong rep-
resentational distinction between living and non-living
entities, or the careful crafting of the “laws of physics”
of the world for a particular purpose) can inform us a
great deal of how living organisms first originated from
a non-living environment which, presumably, was not
specifically designed to support life.

Howard Pattee, a physicist by training, has devoted
much of his career to the question of the origin of life
(Rocha 2001). His particular perspective is the issue of
how semiotics (i.e. symbol systems, such as genomes,
and their associated semantics in the context of an or-
ganism) can originate from a purely physical environ-
ment.

Pattee argues that the distinction between the mate-
rial and symbolic aspects of living organisms, seen as
an example of the more general epistemological distinc-
tion between laws and initial conditions, is a defining
feature of life, and also a necessary condition for open-
ended evolution (Pattee 1995a; 1995b). He explains the
relationship between the two as follows:

Writing symbols is a time-dependent dynamic
activity that leaves time-independent structure or
record. . . . Symbols are read when these structures
re-enter the dynamics of laws as constraints. Any
highly evolved formal symbol system may be viewed
as a particularly versatile collection of initial condi-
tions or constraints, often stored in a memory, pro-

1Further discussion of issues relating to the representation
of individuals and environments in artificial life models can
be found in (Taylor 2001).



ducing significant or functional behavior that is use-
fully described by locally selected rules rather than
physical laws. . . . [A]ll symbol systems must have
material embodiments that obey physical laws. But
for the reasons just stated, the lawful description of
symbols, even though correct in all details, can re-
veal no significance. (Pattee 1995b)

The symbols recorded on the genome ultimately acquire
semantics in an organism in the context of the survival
value of the dynamics that they initiate (i.e. natural se-
lection of phenotypes). It is this autonomous structure-
function self-referent organisation that is entailed in Pat-
tee’s term “semantic closure”.

This perspective, then, sees organisms as entities
whose phenotypes are embedded within an environment
viewed as a dynamical system, and whose genotypes in-
teract with the environment by specifying constraints2

upon its dynamics, thereby generating the phenotypes.
From this point of view, the most important distinction
is not between organisms and their abiotic environment,
but rather between the environment as a whole (includ-
ing organism phenotypes) and organism genotypes. It is
the relatively time-independent genotypes, by supplying
local constraints to the dynamics of the environment,
that reify phenotypes as distinct entities within the en-
vironment.

Furthermore, with no representational distinction be-
tween organisms and the environment, any property of
the environment could in principle become incorporated
or used by an organism’s phenotype. Any property
or process so incorporated can be expected to be re-
tained if it promotes the evolutionary success of the
organism. From this perspective, the evolutionary ac-
quisition of new ways of measuring the environment
(e.g. new genetic machinery or new sensory capabili-
ties) is not the problem that it is sometimes considered
to be in other approaches to artificial life (Pattee 1995b;
Dautenhahn, Polani, & Uthmann 2001).

The EvoCA System

A simulation platform, called EvoCA, was designed to
explore this dynamical systems view of organisms and
environments.3

EvoCA is built upon a cellular automaton (CA) sys-
tem. CA were chosen because they are fairly sim-
ple, discrete time and space dynamical systems, whose

2Throughout this paper the general term ‘constraint’ is
used to cover initial conditions, constraints and boundary
conditions. For further discussion of these concepts, and of
their relationship to physical laws, the reader is referred to
(Pattee 1995a).

3The source code for EvoCA can be downloaded from
the author’s webpage. Note, however, that the system
runs on top of a third-party CA platform (CAMELot),
produced by the Edinburgh Parallel Computing Centre,
http://www.epcc.ed.ac.uk.

behaviour has been extensively studied (Burks 1968;
Wolfram 1986).

One-, two- and three-dimensional CA are allowed, al-
though the geometry of the cells is restricted to a square
in the 2D case and a cube in the 3D case. Any number of
states may be specified, and neighbourhood specification
is flexible.

A uniform transition function is used for all cells in
the CA, and updates are performed synchronously. The
transition function is loaded in from a file that specifies a
list of mappings between neighbourhood configurations
and new states. Any neighbourhood configuration that
is not listed in the file will map to the quiescent state
(which is designated as state 0). The quiescent state
is defined such that if all of a cell’s neighbours are in
the quiescent state, then the state of the cell does not
change.

On top of the CA, EvoCA provides a representation
for genotypes, methods for decoding genotypes such that
they interact with the dynamics of the CA, and a genetic
algorithm for evolving populations of genotypes.4

Genotypes

Every genotype in EvoCA is associated with a specific
cell on the CA. A genotype comprises a variable length
list of genes. Two types of gene are available: timed and
conditional. Both types specify a particular target cell
(whose position is defined relative to that of the geno-
type) and a target state for that cell. A maximum radius
is defined for each dimension of the CA to confine the
position of the target cell relative to the genotype.

Each gene additionally specifies a precondition that
must be satisfied in order for it to activated. Timed and
conditional genes have different types of preconditions.

Timed genes specify a time (i.e. a specific iteration of
the CA) at which they act. At the specified iteration,
the gene sets the state of the target cell to the target
state.

Conditional genes specify a watch cell and watch state.
The watch cell specification is confined to the set of cells
that are direct neighbours of the target cell. Whenever
the specified watch cell is in the specified watch state,
the conditional gene is triggered, setting the state of the
target cell to the target state.

Every gene in the genotype is checked at each itera-
tion of the CA to see whether it should be activated for
that iteration. Whenever any gene is activated, its ac-
tion overrides the normal CA transition function for the

4Various authors have experimented with systems in
which a genetic algorithm is used to evolve the transition
function of a CA to achieve a particular task, e.g. (Crutch-
field & Mitchell 1995). This is fundamentally different to the
current approach of evolving constraints for a given transition
function; this other work, from the current perspective, en-
tails evolving the “laws of physics” of the environment rather
than constraints to control a given set of laws.



target cell for that particular iteration.

The Genetic Algorithm
A fairly standard, generational genetic algorithm is used
to evolve a population of individuals. Each individual
is evaluated separately, and placed in the same cell at
the centre of the CA array. The iteration count of the
CA is reset to zero at the start of each evaluation. All
cells are initially set to the quiescent state, except those
which have non-quiescent states specified by timed genes
acting at time zero. The CA is then allowed to run
for a given number of iterations, with the genes of the
genotype setting specific cell states when they become
active.

The fitness function of the genetic algorithm uses a
target configuration of the CA which is loaded into the
system from a file at startup. The target specifies the
desired state of each cell in the CA. As well as spe-
cific states, two types of wildcards may also be used:
‘?’ means that the cell can take on any state; ‘x’ means
that it can take on any non-quiescent state.

Cells with a target state of ‘?’ do not participate in
the fitness calculation. All other cells contribute as fol-
lows: if the current state of the cell matches the target
state, the cell contributes one point to the fitness score,
otherwise it contributes nothing. The overall fitness of a
configuration is then the total score divided by the num-
ber of cells contributing to the calculation, and scaled to
a given range (0–100 in the experiments reported here).

An individual’s fitness is calculated at each iteration,
excluding time zero (the initial configuration). The max-
imum fitness achieved at any point during the evaluation
is taken as that individual’s final fitness score.

To generate the initial population of P individuals, a
set of Pi individuals (where Pi ≥ P ) is randomly gener-
ated and evaluated. The fittest P individuals from this
set are selected to fill the initial population.

The genetic algorithm can be set up to use either tour-
nament selection or fitness proportional (roulette wheel)
selection. For tournament selection, a probability may
be specified of the fittest member of the tournament be-
ing selected – in cases where the fittest member is not
selected, an individual is selected from the tournament
group using fitness proportional selection. Elitism may
also be applied, in which case the fittest individual from
the population is guaranteed to pass at least one exact
copy of itself into the next generation.

In addition to one-point crossover and gene mutation,
a number of other genetic operators are also available:
gene insertion (a random gene is inserted into an exist-
ing genotype); gene deletion (an existing gene is deleted
from a genotype); gene reversal (the order of a sequence
of genes between two selected points in the genotype is
reversed); and gene duplication (a sequence of genes be-
tween two selected points in the genotype is duplicated
at the end of the genotype). A limit on the maximum

allowable genome length is defined. This is respected
both during the initial generation of random genotypes
and in the action of the genetic operators.

In EvoCA, the perspective of a genome as a source of
constraints for a dynamical system is taken to the ex-
treme; genomes play no part in the dynamics of the sys-
tem other than to specify constraints (i.e. they have
no material embodiment). This is largely for practical,
rather than theoretical, reasons, and means that the de-
sign of the system can be kept very simple. This simpli-
fication is not without consequences. It means that an
external mechanism is required for interpreting genomes
as constraints (this happens at each iteration of the CA),
and for writing genomes, with noise, at reproduction
(this is performed by the genetic algorithm). Another
consequence is that the symbols (genes) on the genome
are restricted to specifying constraints in a predefined
way – in the particular design of EvoCA they are defined
to map to the lowest level of the CA dynamics by con-
straining a specific cell to be in a specific state at a spe-
cific time. These restrictions all arise because genomes
in EvoCA do not participate in the dynamics of the sys-
tem at all, except through supplying constraints. This
design decision is justified because of the perspective of
genomes taken here – i.e. that the fundamental role of
the genome is to supply constraints to the dynamical
environment.

Langton’s λ Parameter

It has been observed that the dynamics of CA can be
categorised into a small number of qualitative classes.
The most widely known scheme, suggested by Wolfram
(1984), consists of four classes:

• Class I CA evolve, from almost all initial states, to a
unique homogeneous state.

• Class II CA evolve to simple separated periodic struc-
tures.

• Class III CA evolve to chaotic aperiodic patterns.

• Class IV CA evolve complex patterns of localised
structures. Wolfram conjectured that such CA are
capable of universal computation.

A method of parameterising the space of CA transition
functions has been suggested by Langton (1986,1991).
The parameter λ is defined as follows:

λ =
KN − nq

KN
(1)

where K is the number of cell states, N is the size of
the cell neighbourhood, and nq is the total number of
transitions to the quiescent state out of the KN entries



Figure 1: Target configuration. Black cells represent the

quiescent state. Gray cells represent the ‘x’ wildcard (any

state except the quiescent state).

in the transition table. A given λ value therefore defines
a (typically large) set of possible transition functions for
a given CA.

In general, the dynamics that emerge from any partic-
ular transition function and initial configuration cannot
be accurately predicted. However, Langton observed a
clear progression in the typical behaviour arising from
a number of transition functions taken from the set de-
fined by a given λ value, as λ was increased from 0.0 to
1.0. In terms of Wolfram’s classes, the progression was
Class I → Class II → Class IV → Class III.

The precise values of λ at which a CA moves from one
class of dynamics to another depends on factors such as
the dimensionality of the CA, the size of the array, the
number of states and the number of neighbours. For a
2D CA with K = 8 and N = 5 (and array size 64× 64),
Langton found that Class I behaviour is found in the
range 0.0 < λ < 0.2, Class II followed by Class IV in
the range 0.2 < λ < 0.4, and Class III in the range
0.4 < λ < 1.0 (Langton 1986).

Experiments

The experiments reported here constitute an initial in-
vestigation of using evolution to control the CA dynam-
ics. They were also designed to study the relative utility
of timed and conditional genes.

In all reported experiments, the parameters of the sys-
tem were as listed in Table 1 (except where otherwise
stated), and the target configuration was as shown in
Figure 1. Furthermore, all timed genes were restricted
to act at time zero; that is, timed genes can only affect
the initial configuration of the CA.5

Note that the size of the array is 34×12, or 408 cells in
total. The maximum genome length is set to 50, which
means that a genome can, at best, directly affect the
state of 12.25% of the cells. To achieve high fitness
scores, a genome must therefore rely to some degree on
the dynamics of the CA.

Note, however, that for some transition functions, any
given target configuration may be impossible to achieve
exactly (i.e. it may be a “Garden of Eden” configura-

5This was because it was considered undesirable, both
from a theoretical and an implementational point of view,
to use genes which required access to a global clock.

Number of states K 8
Neighbourhood size N 5
Number of dimensions 2
Array size (X,Y) 34,12
Population size P 100
Initial population size Pi 1000
Maximum genome length 50
Evaluation duration 50
Number of generations 1000
Apply Elitism? Yes
Tournament Selection? Yes
Tournament Size 4
Fittest wins probability 0.75
Crossover probability 0.6
Mutation probability 0.1
Gene insertion probability 0.05
Gene deletion probability 0.05
Gene reversal probability 0.05
Gene duplication probability 0.05
Genome position (X,Y) 17,6
Radius of gene action (X,Y) 17,6

Table 1: Default parameter values. (Mutation probability

specifies a per gene probability. All other probabilities relat-

ing to genetic operators specify per genome probabilities.)

tion that can only exist if supplied as the initial config-
uration). Furthermore, for CA with Class IV dynam-
ics, transients become indefinitely long (Wolfram 1984;
Langton 1991), implying that the question of whether a
particular configuration is, or is not, a Garden of Eden
configuration is undecidable. This means that perfect
fitness scores should not be expected in these experi-
ments, with the particular target configuration used, or,
in general, with any target configuration.

A utility program was written to generate random
transition function files for any given λ value. A series
of 500 evolutionary runs was conducted, in the following
four batches:

1. For each value of λ in the set {0.10 0.20 0.30 0.40 0.50
0.60 0.70 0.80}, 20 evolutionary runs were conducted,
each using a different randomly generated transition
function, to test variability across transition functions
and across λ values.

2. For λ = 0.80, 20 runs were conducted, all using the
same transition function, to test variability due to the
stochastic nature of the genetic algorithm.

3. For each value of λ in the set {0.10 0.20 0.30 0.40 0.50
0.60 0.70 0.80}, 20 evolutionary runs were conducted,
each using a different randomly generated transition
function. In these experiments, all genomes were re-
stricted to contain timed genes only; no conditional
genes were allowed.

4. For each value of λ in the set {0.10 0.20 0.30 0.40 0.50
0.60 0.70 0.80}, 20 evolutionary runs were conducted,
each using a different randomly generated transition
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Figure 4: Evolutionary stochasticity. Graph shows the mean

value of the maximum fitness in the population at each gen-

eration, and the sample standard deviation, for batch 2 runs.

function. In these experiments, the maximum genome
length was raised from 50 to 200. This means that
a genome can directly affect the state of 49% of the
cells.

Results

The performance of the first batch of experiments is
shown in Figure 2. Each graph in this figure shows that
the maximum fitness increases over evolutionary time.
However, in most runs, the rate of increase of fitness
after 500 generations is comparatively low. The stan-
dard deviation of the fitness across the different transi-
tion functions is typically in the range 2–4.

Looking at the difference in results as λ is increased
from 0.10 to 0.80, it can be seen that the performance
steadily improves. This can be clearly seen in Figure 3,
which shows that the improvement is roughly linear with
respect to λ.
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Figure 5: Performance by λ value. Ordinate is the mean

value of the end-of-run maximum fitness in the population,

across 20 different transition functions, for runs in batches 1,

3 and 4.

The results of the second batch of runs, which looked
at the variability in performance due to the stochasticity
of the genetic algorithm (for λ = 0.80), are shown in
Figure 4. Comparing this graph with that in the bottom
right of Figure 2, it appears that the level of variability
in performance introduced by evolutionary stochasticity
is comparable to that introduced by the use of different
transition functions for a given λ value.

In the experiments where only timed genes were al-
lowed (batch 3), the performance graphs (not shown)
were generally very similar to those obtained in batch
1. The performance graphs (not shown) of the exper-
iments where the maximum genome length was raised
from 50 to 200 genes (batch 4) showed surprisingly little
improvement over the batch 1 runs. The mean end-of-
run performance for runs in each of these three batches
(i.e. batches 1, 3 and 4), plotted against λ, is shown in
Figure 5.

Considering all of the runs conducted, individuals gen-
erally achieved their maximum fitness at an early iter-
ation of the CA. For runs in batches 1, 3 and 4, the
iteration at which the best individual in the final gen-
eration achieved its maximum fitness is plotted in Fig-
ure 6. This graph shows that, for batch 1 runs (timed
and conditional genes, maximum genome length 50), as
λ rises, the median iteration at which maximum fitness
is achieved decreases. However, for runs in batches 3 and
4 (timed genes only, and longer genomes, respectively),
maximum fitness is generally achieved in fewer than 5
iterations for all λ values.

The relative abundance of timed genes and condi-
tional genes in the fittest end-of-run individual, for runs
in batch 1, is plotted in Figure 7. This shows that
conditional genes tend to outnumber timed genes for
0.2 ≤ λ ≤ 0.4, whereas for other λ values the relative
abundances are roughly equal. The corresponding chart
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Figure 2: Performance for different transition functions, for a variety of different λ values. Graphs show the mean value of

the maximum fitness in the population at each generation, together with the sample standard deviation.
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for batch 4 runs, with longer genomes, is shown in Fig-
ure 8. In this case, the relative abundance of timed and
conditional genes is roughly equal for all λ values.

The phenotype of the best individual found across all
of the runs is shown in Figure 9. This individual achieved
a maximum fitness of 84.8% at iteration 1. Compare the
lower section of this figure with the target configura-
tion shown in Figure 1 (remember that the gray cells in
this figure represent the ‘x’ wildcard, meaning that any
non-quiescent state is acceptable). The letters in the tar-
get configuration can just about be distinguished in the
lower section of Figure 9, although the result is certainly
not perfect.

Figure 10 shows the phenotype of another individual
with good fitness, but this time where maximum fitness
was achieved after iteration 1. This particular individual
achieves a maximum fitness of 80.1 at iteration 3.
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Figure 8: Relative abundance of timed genes versus condi-

tional genes in best end-of-run individual, by λ. Means and

standard deviations plotted for runs in batch 4.

Figure 9: Phenotype of the best individual found across all

runs. This was from a batch 4 run, where the maximum

genome length was 200, λ = 0.80. Initial configuration is

shown at the top, with that at iteration 1 below. Fitness at

iteration 1 is 84.8.

Discussion

This paper has presented the results of initial investi-
gations into the behaviour of EcoCA. Further investiga-
tions are required to build up a more thorough under-
standing of the system. Experiments currently under
way include:

• A more thorough investigation of the role of evolution-
ary stochasticity, over a range of λ values.

• An investigation of the sensitivity of the system to the
parameters of the genetic algorithm.

• An investigation of the sensitivity of the system to dif-
ferent target configurations. In particular, a method
has been devised of parameterising target configu-
rations according to a) the fraction of cells in non-
quiescent states, and b) the degree of aggregation of
these cells.



Figure 10: Phenotype of another good individual. This was

from a batch 1 run, λ = 0.80. Initial configuration is shown

at the top, with subsequent iterations below. Fitness at iter-

ation 3 is 80.1.

From the experiments reported here, one of the most
noticeable results is that the performance of the genetic
algorithm across different λ values does not reflect the
transitions between different regimes described by Lang-
ton (Langton 1986; 1991). There is a fairly linear in-
crease in performance as λ is increased.

This may reflect the fact that the current fitness func-
tion is not rewarding dynamics per se, but is rather look-
ing for a particular static target configuration.

It might be postulated that the improved performance
at higher λ values simply reflects the fact that, as λ
is increased, the CA dynamics are less likely to evolve
to a fixed or simple periodic attractor. Each iteration
of the CA is therefore more likely to generate a con-
figuration that has not appeared before, so runs with
high λ values are likely to score better simply because a
greater number of distinct configurations are generated
during the evaluation of each individual. However, Fig-
ure 6 indicates that this explanation is incorrect; as λ
is increased, the iteration at which maximum fitness is
achieved remains low (indeed, for batch 1 runs, it ac-
tually decreases). This suggests that individuals have
difficulty in harnessing the dynamics of the environment
at high λ values to reach the desired target configuration.

An alternative, and more convincing, interpretation
of these results is that, as λ increases, the probability
of any given cell being in the quiescent state, by defini-
tion, decreases. In the target configuration used in these
experiments, over 42% of the cells were in the quiescent
state. For high λ values, it would only be in the very first
few iterations of the CA that this kind of proportion of
cells would generally be in the quiescent state.

The additional fact that the runs with larger genomes
(batch 4) produced only marginally better results than
batch 1 suggests that the target configuration was gen-
uinely hard to achieve, even if genomes could specify
many more constraints. The planned runs with param-
eterised target configurations should elucidate this.

Figures 6, 7 and 8 provide indications of the relative
utility of timed (t=0) and conditional genes.

When genomes can only specify the initial states of a
small proportion of cells (e.g. batch 1 runs, with max-
imum genome length 50), conditional genes can effec-
tively interact with the CA dynamics and enable an in-
dividual to achieve maximum fitness at a relatively late
iteration. This is especially true for λ ≤ 0.4, where the
CA dynamics have simple attractors (i.e. Class I and
II CA); compare the plot for batch 1 runs (maximum
genome length 50, timed and conditional genes) in Fig-
ure 6, with the other two plots in that figure.6 How-
ever, when longer genomes are allowed (batch 4), high
fitnesses can be achieved within the first one or two it-
erations, so conditional genes should be no more useful
than timed (t=0) genes in this case.

The above remarks are supported by Figures 7 and 8,
which show the relative abundance of timed and condi-
tional genes in small and large maximum genome sizes,
respectively. With a low ceiling on genome size (batch
1, Figure 7), conditional genes outnumber timed (t=0)
genes in runs with low λ values, especially in the re-
gion 0.2 ≤ λ ≤ 0.4. When initial states can be specified
for a greater proportion of cells (batch 4, Figure 8), the
relative abundance of timed versus conditional genes is
approximately equal for all λ values.

Taking a step back, the observations above suggest
that trying to force the CA to adopt a particular, static,
target configuration may not be the most productive ap-
proach in this kind of study. The use of a target con-
figuration in these experiments has, in effect, been try-
ing to push evolution down a particular path. A more
fruitful approach might be to allow individuals to ex-
ploit the particular dynamics of their environment in any
way they can. This can be achieved using biotic (nat-
ural) selection rather than abiotic (artificial) selection.
A version of EvoCA that uses biotic selection is cur-

6A plausible reason for this is that, for CA with Class I or
II dynamics, conditional genes can have a fairly local effect,
giving a smooth fitness landscape upon which evolution can
operate.



rently under development (EvoCA-B). In this version,
many individuals exist concurrently on the CA array,
and the dynamic activity of one individual may interfere
with, or completely destroy, the activity of another. In
this environment, an individual’s primary goal is persis-
tence, and its secondary goal is reproduction. However,
there is no external specification of what makes a good
phenotype; whether a particular dynamic organisation
persists or perishes is determined by the CA dynamics
and by the activity of other individuals in the neigh-
bourhood. Individuals will need to be self-generating
and self-maintaining to survive in this environment,
which resonates with Maturana and Varela’s concept
of organisms as autopoietic organisations (Varela 1979;
Maturana & Varela 1980). The use of natural selection
will also be a more appropriate model of Pattee’s idea of
semantic closure (Pattee 1995b), as the survival value of
dynamics initiated by the genotype will be determined
within the dynamical system itself (as mentioned above,
by the CA dynamics and the activity of neighbouring in-
dividuals), rather than by some externally defined fitness
function.

Conclusion

A new perspective on modelling life has been discussed.
This perspective views the origin and open-ended evolu-
tion of life as phenomena that take place within a dy-
namical system. It is argued that to reproduce these
phenomena in a computational medium, no representa-
tional distinction should exist between phenotypes and
the abiotic environment. Rather, the important rep-
resentational distinction is between genotypes (viewed
as relatively inert, symbolic structures) and phenotypes-
plus-abiotic-environment (a dynamical system). The ap-
proach emphasises the role of the genotype in generat-
ing and sustaining phenotypes in this dynamical system
environment by supplying initial conditions and con-
straints to the dynamics. The EvoCA system has been
introduced as a tool to explore these ideas. The results
of initial experiments have been presented and discussed.
The genetic algorithm in EvoCA was, up to a point,
able to improve the performance of individuals in gen-
erating a particular target configuration in the CA; the
best end-of-run fitness achieved across the 500 runs was
84.8% (but note that, in general, 100% fitness is actu-
ally impossible to achieve in these experiments). The
use of conditional genes in addition to timed genes im-
proved performance in some situations, especially when
the maximum allowable genome length was low. It has
been suggested that in future work it may be more pro-
ductive to allow individuals to exploit the dynamics of
the environment without supplying external goals, by
using natural rather than artificial selection.
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