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Preface

The origins of this book date back to 2014, during a period when
one of the authors (TT) was working in the other’s (AD’s) lab at
Monash University in Australia. We had first met at a conference
on Artificial Life in 2002; our shared interests in the subject meant
that we had kept in touch regularly since then, despite living on
opposite sides of the world (TT in Edinburgh, Scotland, and AD in
Melbourne, Australia).

Artificial Life (or “ALife” for short) is the application of biolog-
ical design principles for building complex, intelligent systems. It
might be studied in software, hardware or “wetware” (molecular
systems), and might be used for a variety of purposes. The two
most common reasons people pursue ALife are as an approach to
understanding biological systems and as an approach to building
intelligent robots and artificial intelligence (AI) systems. It is also
used by philosophers, social scientists, artists, and many others
besides.

The ALife conferences are an exciting interdisciplinary melting-
pot of ideas. At the conference in 2002, we soon discovered that
we shared very similar interests in designing artificial worlds in
software. We both used computational analogues to the processes
of biological self-reproduction, evolution and natural selection to
populate our worlds with interesting creatures. We had both com-
pleted PhDs in this area in the 1990s. Beyond our experimen-
tal work, we also shared an interest in early mechanical models
of living systems, and in the history of thought about technology
inspired by biology.

During our period of working together in 2014, our original
inspiration for writing this review came from reading a recently
published account [40] of Alfred Marshall’s ideas of machine self-

v



reproduction and evolution from the 1860s (we discuss his work in
Sect. 3.2). Although we were aware of Samuel Butler’s writing on
the subject at around the same time (Sect. 3.1), we had not come
across Marshall in this context before. We were therefore curious
whether there might be other work from around this time, or even
earlier, that discussed such ideas.

Another motivation was to highlight the pioneering work in the
early 1950s of Nils Aall Barricelli on self-reproduction and evolu-
tion in software (Sect. 5.2.1). While John von Neumann’s theo-
retical work on self-reproducing machines from around that time
is widely discussed in the literature (Sect. 5.1.1), personal experi-
ence suggested that Barricelli was still a relatively unknown figure
within the ALife community, despite having a strong claim to be
regarded as one of the field’s founding fathers.

Our purpose in writing this book was therefore to review the
early history of the idea of self-reproducing and evolving machines,
tracing it back as far as we could. This being the case, much of the
book (Chaps. 2–6) is written as a guide to the literature on the
subject, presented in chronological order from the earliest inklings
of the idea up to the present day. While we provide some commen-
tary and suggest classifications of the work in terms of the goals
of the authors we survey, our primary aim is to present a compre-
hensive archive of thought about self-reproducing machines. These
chapters represent the most extensive early history of the subject
published to date and include coverage of many works that have
not been widely discussed elsewhere. We do provide a synthesis
and summary of the concepts discussed in Chap. 7, and it is there
that we offer more of our own views on the field and where we see
it heading.

The audience we have in mind includes anyone wishing to learn
about the origins of the idea of self-reproducing and evolving ma-
chines, especially those interested in drawing lessons from this
early work regarding likely future developments in the field. Most
obviously, the audience will be Artificial Life and Artificial Intelli-
gence practitioners. We also believe the subject will be of interest
to many philosophers, biologists, engineers, historians of science,
and those working in the emerging field of AI safety and ethics.

We hope the content will be of value in informing a wider
general readership too. For that reason, in Chap. 1 we discuss the
profound future implications of the technology and explain why it



is a subject of broad relevance. We have tried to make the text
accessible and to avoid technical jargon, although this has not
always been possible. In particular, in Chap. 5 we discuss at greater
length the details of the first realisations of self-reproducing
machines in the 1950s, and in Chap. 7 we summarise technical
aspects of the design of self-reproducing machines. Nevertheless,
we hope we have found a reasonable balance between technical
detail and accessibility, even in these sections.

Having conceived the idea of the book in 2014, the content was
primarily researched and written by TT, in between other work,
over the next five years. AD provided feedback and ideas dur-
ing numerous discussions over that period, together with detailed
comments and editorial suggestions on drafts of the book.

At the time of writing, the possibilities of self-reproducing and
evolving machines are not commonly addressed in popular discus-
sions about robotics and artificial intelligence. However, as you
will see in what follows, we argue that work in this area has poten-
tially huge implications for the future of humanity. We hope this
book plays a small part in bringing these intriguing and important
topics back onto the agenda when considering the deep history and
far future of intelligent machines and the fate of our own species.

Additional information and materials relating to the book can
be found online at http://www.tim-taylor.com/selfrepbook/

Edinburgh & Melbourne, Tim Taylor
April 2020 Alan Dorin





Chapter 1

Self-Reproducing Machines:
The Evolution of an Idea

Within the next century we will likely witness the introduction
on earth of living organisms originally designed in large part by
humans, but with the capability to reproduce and evolve just as
natural organisms do. This promises to be a singular and pro-
found historical event—probably the most significant since the
emergence of human beings.

J. Doyne Farmer and Alletta d’A. Belin,
Artificial Life: The Coming Evolution, 1991 [109, p. 816]

In the chapters that follow, we explore the early history of
thought about machines that can reproduce and evolve. Unless
you work in one of a small set of rather specialised academic or
engineering disciplines, you may not have come across much dis-
cussion of these ideas before, at least not beyond the realm of sci-fi
films and novels. We believe that will soon change as the work
whose origin we describe here progresses.

1.1 Two Central Questions

There are two underlying questions that have provided the central
motivation for all of the work that we cover:

1
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I Is it possible to design robots and other machines that can
reproduce and evolve just like biological organisms do?

I And, if so, what are the implications: for the machines, for
ourselves, for our environment, and for the future of life on
Earth and elsewhere?

Out of these two questions spring many others. Might this be a
route by which we could create machines whose capabilities go be-
yond the rather narrow focus of today’s artificial intelligence (AI)
systems, and which automatically evolve towards a more powerful
and wide-ranging artificial general intelligence (AGI)? In contrast
to today’s AI systems, might evolution and natural selection instil
inner desires and purpose in these machines, as it has done in the
biological realm? More futuristically, could a spaceship that can
build copies of itself from raw materials scavenged from asteroids
and other planets be a route by which we could travel immense
distances to explore and colonise worlds in other solar systems or
even other galaxies? And what of the economic disruption that
might be caused here on Earth by a nanoscale manufacturing plant
that could autonomously build more copies not just of its output
produce but of the manufacturing plant itself, all at an exponen-
tially increasing rate?

From even a cursory consideration of these questions, it is clear
that technologies like these could potentially pose serious threats
to our environment, and even to the future of the human race it-
self. And yet, perhaps instilling machines with the power of repro-
duction and evolution might be the most promising approach to
ensure the survival of intelligent life in the far future of the Earth
and elsewhere in the universe?

1.2 The Promise of Self-Reproducing Machines

Oh my goodness! Shut me down! Machines making machines?
How perverse!

C-3PO, Star Wars: Episode II Attack of the Clones, 2002 [193]

* * *
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We realized that the true problem, the true difficulty, and where
the greatest potential is—is building the machine that makes the
machine.

Elon Musk, Tesla Annual Shareholder Meeting, 2016 [213]

* * *

I knew that baby meant we are more than just slaves. If a baby
can come from one of us, we are our own masters.

Freysa (a Nexus-8 replicant), Blade Runner 2049, 2017 [108]

* * *

At the heart of all of these questions is the concept of a self-
reproducing machine (or self-replicator for short). Is it conceiv-
able that we might be able to design and build such machines in
the near future? Take a moment to look at any modern gadget
you own: your mobile phone, your television, your bicycle, your
toaster. Think about all the components from which it is made.
The chances are, every single component has been manufactured
by another machine. The idea of machines making machines is so
commonplace that we rarely stop to give it a second thought. Like-
wise, the raw materials required for each component have been
mined and processed by other machines. The transportation of raw
materials to factories, and of manufactured goods to warehouses
and stores, is achieved by yet more machines. At every step, the
role of humans is becoming increasingly redundant. Recently de-
veloped technologies ranging from 3D printing to self-driving ve-
hicles are enabling every aspect of the manufacturing process to
become more and more automated.

Could we someday reach the point where the entire manufac-
turing process is completely automated, from the mining of raw
materials to the delivery of a new gizmo to your front door? What
are the limits of what could be manufactured by completely au-
tonomous machines? Given where we are at present, it doesn’t
seem too far a leap to imagine a machine that could manufacture a
complete copy of itself, if provided with the necessary parts. If you
find this hard to imagine, how about a group of machines: could
we design a large number of different machines that, between
them, collectively build a copy of every machine in the group?
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If such a feat were achievable, how about finessing the design
so that the machine also collects and processes the raw
materials required to build its offspring? Although there are doubt-
less major engineering challenges to be overcome to realise this,
there are no obvious reasons why this could not be accomplished
in theory. An autonomous system like this would be a completely
self-reproducing machine. Just like a biological organism, in ap-
propriate conditions it would be able to produce offspring of its
own kind.

The questions posed at the start of the chapter allude to some of
the many profound applications of self-replicator technology. What
might be the ultimate outcome of all of this, for the machines, for
the environment, and for us?

1.3 Diverging Visions in the Early History of
the Idea

These kinds of questions, and, indeed, the very idea of a self-
reproducing machine, might seem like very modern conceptions.
In fact, they have captured the imagination of scientists, philoso-
phers, writers and the general public for hundreds of years. One of
our primary purposes in writing this book has been to explore the
very early history of these ideas.

Our search has taken us back as far as the late 1600s, as the full
implications of René Descartes’ views of animals as machines began
to be explored and debated. For the first couple of centuries that
followed, most of the discussion was centred on the question of
whether it was possible to design a machine that could reproduce
by building a copy of itself. Throughout this book we refer to ma-
chines that possess this basic capacity for building a faithful copy
of themselves as standard self-replicators, or standard-replicators
for short.

In the mid-nineteenth century, a pivotal development in the
history of the subject was triggered by the publication of Darwin’s
On the Origin of Species in 1859 [72]. Within a decade of its ap-
pearance, we find multiple extended discussions of the possibility
of machines that can not only reproduce, but can also evolve by the
natural selection of heritable variations to become better adapted,
smarter and more complex over time. We refer to these kinds of
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machines as evolvable self-replicators, or evo-replicators for short.
The early 1900s saw increasing speculation on these ideas, both
by scientists and by sci-fi authors, and the 1950s saw the first im-
plementations of simple self-reproducing systems in hardware and
software.

The Darwinian vision of a machine that could reproduce and
evolve like a biological species continued to inform a significant
strand of work on self-reproducing machines as we move from
the 1950s to more recent developments. This work embraced the
possibility of heritable changes or mutations occurring in a self-
replicator’s offspring, these being the source of variety upon which
Darwinian natural selection acts. Practical applications of evo-
replicator technology include its use as a potential route for the
automatic creation of advanced AI systems of far greater power
than could be designed by humans, and also as an experimental
tool by which we might better understand the conditions that have
led to the evolution of intelligent biological life on Earth.

At the same time, as people began to think more seriously about
the practical realisation of self-reproducing machines in the 1940s
and 1950s, we also begin to see the emergence of a third dis-
tinct direction of work. This line of research was based on the
insight that, given the right design, a self-replicator could quite
easily be directed to produce specific goods and materials for us,
in addition to reproducing itself. Thus, this work focused much
more on the potential of physical self-reproducing machines as
general-purpose manufacturing systems that could be deployed
cost-effectively in inaccessible locations on Earth or further afield.
The machines could then be remotely directed to produce a wide
variety of specific outputs—think of them as glorified 3D printers—
without requiring human maintenance, and with the potential to
further replicate their activities elsewhere. We will refer to these
kinds of systems as manufacturing self-replicators, or alternatively
as maker-replicators for short.

The key advantage of a maker-replicator’s capacity for self-
reproduction is that its creators would (in theory) only have to
produce one of them initially, which could then automatically ramp
up its activities in situ by producing more copies of itself in its tar-
get location. Thus, initial manufacturing and deployment costs
are reduced by virtue of requiring only a single machine to com-
mence the process. Furthermore, ensuring the long-term reliability
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of a single machine in a remote location becomes less of a crucial
issue if the machine is able to make further copies of itself before
it suffers a failure.

Another feature of the technology, which may be regarded as a
benefit or a curse depending upon one’s perspective and goals, is
that it has the potential—given sufficient raw materials as input—
to produce output at an ever accelerating rate. As a self-replicator
builds more copies of itself, and the copies build more copies of
themselves, the total number of machines could increase from the
initial one, to two, then four, eight, sixteen. . . , the population dou-
bling each time. From a human perspective, having paid the one-
off cost of producing the first machine, we would have a process
where the rate of output would increase exponentially over time!
Everything we know about economics would be turned on its head.

Practical uses of this technology might include the economic
large-scale production of valuable resources, for example convert-
ing sea water into fresh water, or building devices to capture so-
lar energy. It might also be applied to geoengineering projects to
tackle global warming. As we’ll see in later chapters, some authors
have proposed using maker-replicators to mine and process valu-
able resources on asteroids subsequently to be transported back to
Earth, or even to terraform other planets prior to colonisation by
humans.

Key issues in maker-replicator development include the engi-
neering, economic and safety challenges in designing this kind of
system. In contrast to evo-replicator development, those work-
ing on maker-replicators usually view the potential of evolution
in their machines—and hence the possibility that the human de-
signers might lose control of them as the machines develop unex-
pected abilities—as a danger that should be avoided through the
design of appropriate safeguards. Having said that, as we’ll see in
Sect. 5.1.1, the development of the first significant theoretical work
on self-replicators, by John von Neumann, addressed the design of
machines that could both manufacture a wide variety of products
and evolve to become more complex over time—that is, von Neu-
mann’s work was about evolvable manufacturing self-replicators
(evo-maker-replicators).

There has also been a more limited amount of research on soft-
ware maker-replicators. This work seeks to produce software self-
replicators that have a general capacity to perform other specified
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computational tasks as well as reproduction. As with their hard-
ware counterparts, a motivation for developing software maker-
replicators is to create systems that can perform with high relia-
bility in environments where they cannot be easily maintained by
human operators. At first glance it might seem that safety issues as-
sociated with software maker-replicators are less critical than those
of their hardware counterparts. However, as we discuss in Chap. 7,
we should not underestimate their potential to cause serious harm
not just online but also in the real world.

Following the first implementations in the 1950s, research in
recent decades has seen many developments in all of these
different flavours of self-replicator technology. The focus of work
has shifted from speculation and science fiction to detailed stud-
ies of the design and implementation of self-reproducing machines
in hardware and in software. During this time, work in designing
physical self-reproducing machines in hardware has been largely
concerned with maker-replicator systems, while software imple-
mentations mostly focus on evo-replicator systems. In both hard-
ware and software we also see a significant amount of work on
standard-replicators as a foundation upon which to progress to-
wards the other two kinds of replicator. As we’ll see later on, work
on hardware maker-replicator systems is mostly still at the concep-
tual and prototype stage. On the other hand, work on software
evo-replicator systems is more advanced, with an active and grow-
ing group of researchers working on improving the evolutionary
potential of their implementations.

1.4 Relevance Today

In recent years, the idea of self-reproducing and evolving machines
has been overshadowed in the media by impressive breakthroughs
in other areas of AI and machine learning with more immediate
practical relevance. However, the long-term implications of self-
replicator technology are potentially far more transformational.

We have already alluded to some possible applications of self-
reproducing machines in the preceding pages. The introduction of
real-world maker-replicator technology has the potential to revolu-
tionise the production of materials on Earth, to provide an econom-
ical means of mining the resources of other moons and planets, and
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even to act as a route by which humankind—or our technological
offspring—may explore and colonise worlds beyond our own solar
system. In short, this technology could profoundly reshape our so-
ciety, our relationship with the environment, and our place in the
universe.

While most of the early work we describe in the following
chapters considered large-scale (i.e. approximately human-scale
or larger) versions of this technology, more recent developments
in molecular-level systems such as nanobots provide an alternative
medium in which physical maker-replicators could be instantiated.
It is likely that research on systems at this scale will produce sig-
nificant results before work at larger scales. At the same time,
guarding against the risk of a runaway exponential self-replication
process is more challenging at the smaller scale. If not carefully
managed, physical self-replicators at both small and large scales
bring with them substantial risks of causing catastrophic damage
to the environment and existential threats to biological species,
including our own.

As we show in the chapters that follow, it appears that the
barriers to building physical maker-replicator systems are chiefly
technical and economic rather than theoretical. The truly trans-
formative potential of self-reproducing technology for commercial
and sociological goals—and the potential financial returns that
could be captured by a first-mover in the field—mean that we must
assume that, sooner or later, some research group or corporate
organisation will be successful in manufacturing an operational
physical self-reproducing system. While this is unlikely to hap-
pen in the near-term (especially for larger-scale systems), we ex-
pect significant progress in this area over a time frame of several
decades. It is unclear whether, in the long run, this will be a posi-
tive or negative development for humanity. One thing that is clear,
however, is that only by thinking carefully about these machines
and their associated risks and implications will we be able to guide
their future, and ours.

The development of software evo-replicator technology is the
area of most relevance in the short-term, not least because
systems already exist that implement evolutionary self-replicators
in software. This technology holds the promise of surpassing cur-
rent commercial AI, by evolving systems with capabilities that go
far beyond what they were originally designed to do. Some see
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evo-replicators as the most likely route by which to achieve human-
level, or even superhuman-level, artificial general intelligence
(AGI). Research on instilling software evo-replicator systems with
the ongoing creative power of biological evolution is currently a
central focus of research within the academic field of Artificial Life
(ALife); this quest for open-ended evolution has recently been iden-
tified as a “grand challenge” for the field [269]. Although software-
based evo-replicators don’t present the same level of danger of
environmental damage as posed by physical maker-replicators, they
nevertheless have the potential to cause havoc in the online world
if not properly managed. Recent trends in computer viruses that
are designed specifically to cause damage to real-world infrastruc-
ture also demonstrate the dangers of underestimating the potential
negative effects of software-based evo-replicators.

Given the potential significance of all of the lines of research
outlined above, it is vital that these developments are accompa-
nied by a proper consideration of the possible risks and benefits
involved. An appropriate starting point for this endeavour is a
careful consideration of what has been achieved to date, and what
are the motivations and goals of those involved. Our review of
the early history of the subject, as set out in the following chap-
ters, is our contribution to constructing a firm foundation for these
considerations.

1.5 A Note on Scope and Terminology

Before proceeding, some clarification is required on the scope of
our review, on how this book differs from other reviews, and on
our use of terminology.

As we describe in Chap. 5, the towering figure in the theory
of self-reproducing machines is the Hungarian-American polymath
John von Neumann, whose work on the topic in the late 1940s and
early 1950s put the subject on a firm theoretical footing. Existing
reviews of the subject generally start with von Neumann and con-
centrate on developments from the 1960s onward. In contrast, our
focus in this book is on the earlier and less well-known history of
the subject. After discussing the earlier work at length, we also
summarise more recent developments and provide an introduction
to more detailed reviews. By the end of the book, we therefore aim
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to have provided a sound overview of the entire history of the field,
with pointers to further information about the more recent work.1

This is not a review of mechanical models of living things in
general (a topic which has over two thousand years of history
[60]), nor does it cover the much wider and more general idea
of the evolution of technology.2 Our focus is specifically on self-
reproducing and evolving machines—we cover both physical ma-
chines (e.g. clockwork automata, electromechanical robots, and
molecular-scale devices)3 and logical machines (e.g. software pro-
grams and abstract automata), but we do not branch deeply into
the area of bio-mechanical hybrids, bionics and cyborg technology
where the reproductive functions remain predominantly biological.

Regarding our use of terminology, we acknowledge from the
outset that the term self-reproduction can be problematic. No sys-
tem is truly self -reproducing: the process is always the result
of an interaction between a suitable structure and a suitable
environment, causing the production of further copies of the
structure. Many of the authors discussed in the following sections
have offered insights into the various issues involved. We highlight
these as we proceed and provide further discussion of the topic in
Chap. 7.

With that said, we use the term self-reproducing machine to
refer to a machine (or manufacturing plant) that, within a de-
fined range of environments, can manufacture a copy of itself after

1We acknowledge that our literature search has been conducted primarily in the
English language. While we have spent some time searching for sources in other
languages (including French, German, Spanish and Russian), we cannot rule out
the possibility of the existence of relevant non-English language work in addition
to those that we have found and cover here.

2Excellent coverage of these broader topics can be found elsewhere: for a review
of mechanical models of living things, see, e.g., [250, 201], and for discussion of
the general idea of the evolution of technology, see, e.g., [21, 6, 205].

3We use the terms automaton and robot more or less synonymously throughout
the book. Both are machines driven by their own internal instructions and source of
movement. The term automaton (plural automata) carries with it more of a sense
that the device is acting in a rote fashion according to predefined rules; historically,
it is the term that has been applied to clockwork models of living beings, and also
to the kind of computational cellular automata models employed by John von Neu-
mann (Sect. 5.1.1) and Nils Aall Barricelli (Sect. 5.2.1). Robot is a more recent term
(see Sect. 4.1.2) and usually implies a autonomous machine with more intelligence
than a simple automaton. While automaton may refer to a machine implemented
either in hardware or in software, we reserve the term robot strictly to refer to
hardware devices.
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collecting and processing the required raw materials. The term
“self-reproducing machine” can be something of a mouthful when
used frequently, so we also use the term self-replicator as a slightly
shorter synonym.4

As stated above, we use the more specific terms standard-
replicators, evo-replicators and maker-replicators to refer to partic-
ular flavours of work on self-reproducing machines. The focus of
work on maker-replicators (manufacturing self-replicators) is on
their ability to manufacture a wide range of products in addition
to being able to produce copies of themselves. Those working
with maker-replicators are generally very concerned that these ma-
chines work in a very controlled manner and are not able to evolve
new capabilities. In contrast, the focus of work on evo-replicators
(evolvable self-replicators) is very much on their ability to evolve
and to acquire capabilities beyond those originally given to them
by their human designers.

1.6 Outline of the Rest of the Book

In the chapters that follow we discern three major steps in the intel-
lectual development of thinking about self-reproducing and evolv-
ing machines:

1. The first step involved the introduction of the view that an-
imals can be understood as machines, due in large part to
René Descartes in the 1630s–40s. This step, which we dis-
cuss in Chap. 2, introduced—implicitly at first, but later more
explicitly—the first glimmerings of the idea of machine self-
reproduction. The first direct mentions we find of the idea
are in ab absurdo arguments against the view of animals as

4Throughout the book we generally use the terms reproduction and replica-
tion synonymously. Within a certain subset of disciplines concerned with self-
reproducing machines there is a convention of using the word replication in the
case where a perfect copy is produced (so there is no evolution) and reproduction
in the case where mutations and other genetic operators might produce variety
in the offspring and thereby allow the possibility of evolution [263]. However,
within the broader range of sources that we review here, there are several conflict-
ing definitions of the distinction between these terms (e.g. [74], [128]). Within
the context of all of the work we discuss, we believe it is clearer to make the dis-
tinction between standard-replicators, evo-replicators and maker-replicators, rather
than relying upon the reader to remember technical distinctions between the words
reproduction and replication.
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machines, but in the eighteenth and nineteenth centuries we
begin to see the idea discussed without necessarily being re-
jected as obviously absurd. Using the terminology we intro-
duced earlier, the discussion of the subject during this period
focused on the possibility of standard self-reproducing ma-
chines (standard-replicators).

2. The second step involved the development of the idea that
machines, like animals, might not only be endowed with the
capability of self-reproduction but also of evolution (that is,
evo-replicators). After the first step had been taken, two fur-
ther important factors contributed to the realisation of the
second step—the climax of the Industrial Revolution in Great
Britain in the early nineteenth century, and the publication
in 1859 of Darwin’s ideas of evolution by natural selection in
On the Origin of Species. Within a decade of the publication
of Darwin’s work, we see several authors discuss at length
the idea of the evolution of self-reproducing machines. The
most significant early work on this topic comes from Samuel
Butler, Alfred Marshall and George Eliot, as we discuss in
Chap. 3. These works mark the arrival of the concept of evo-
replicators in the published literature. Coming as they did
at the end of the British Industrial Revolution, these ideas
now seemed much less far-fetched, and therefore potentially
more frightening. Being a more realistic prospect, this step
also led to the development of more thorough discussions
of the implications of evo-replicators—in addition to Butler,
Marshall and Eliot, John Desmond Bernal in the 1920s pro-
vided a deep, scientifically-grounded discussion of how such
technology might shape the direction of the far future of hu-
manity. At the same time, evo-replicators became a common
theme in early works of science fiction. These early twentieth
century developments are covered in Chap. 4.

3. The third step, discussed in Chap. 5, saw the first serious
studies of the design and implementation of practical self-
reproducing machines. This step comprised two separate
strands. One strand was inspired by Alan Turing’s work on
the concept of universal computing machines in the 1930s
[293] and involved the development by John von Neumann—
starting in the late 1940s—of a theory of universal construct-
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ing machines. Although von Neumann was very much inter-
ested in the potential for self-reproducing machines to evolve,
the universal construction aspects of his theory, which con-
cerned general-purpose manufacturing machines, can be seen
as the seed of the concept of a maker-replicator. During the
same period, another strand of work was inspired (in part)
by developments in molecular genetics and in understanding
the process of DNA self-replication. It involved the study of
much simpler artificial self-reproducing systems than those
considered in the first strand, and it is exemplified by the
first instantiations of artificial self-replicators in software (by
Nils Aall Barricelli) and in hardware (by Lionel Penrose).
This strand represents the first attempts at implementing evo-
replicators.

In Chaps. 2–5, we flesh out the detail of these three steps and
discuss the people and ideas involved. These chapters take us up
to the early 1960s. The period from that point onward is already
fairly well documented—in Chap. 6 we provide an overview of this
more recent work and give references to existing reviews. We also
mention some very recent work that has not been covered else-
where.

Having traced the development of these ideas, and the thoughts
and motivations of those involved, we end by summarising in
Chap. 7 what has been achieved, what key issues remain unre-
solved, the outlook for future work in this area, and the implica-
tions for the future of humanity.

But first we need to go back to the beginning. In the next
chapter we investigate where, when and why the concept of self-
reproducing machines first arose.
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Chapter 2

Animals and Machines:
Changing Relationships in
the 17th & 18th Centuries

We begin our journey by looking at the early intellectual precur-
sors to the idea of self-reproducing machines, dating from the sev-
enteenth and eighteenth centuries. These works form part of a
much older exploration of the relationship between living organ-
isms and machines—a tradition with origins in tales of automata
from across the ancient world (e.g. [78], [64], [158, pp. 14–22],
[202, pp. 31–34]).1

2.1 Animals as Machines, Machines as Animals

In the early seventeenth century, René Descartes argued that an-
imals are machines, and that humans alone possess a mind with
subjective consciousness:

. . . it seems reasonable since art copies nature, and men can
make various automata which move without thought, that na-
ture should produce its own automata much more splendid than
the artificial ones. These natural automata are the animals.

René Descartes, Letter to Henry More, 5 Feb. 16492

1More detailed accounts of lifelike automata emerge in medieval Europe and the
Middle East, particularly from the thirteenth century onward (e.g. [250], [158]).

2Translated text quoted from [69, p. 324].

15
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Having separated the concepts of life and mind, Descartes’ pro-
gramme for understanding living phenomena envisaged “the
reduction of living things to a class of processes which are entirely
accessible to general physics” [58, p. 208]. Because he viewed ani-
mals as machines, and their reproduction as a purely physical pro-
cess,3 the general idea of self-reproducing machines can be seen as
inherent in Descartes’ approach. However, his writing about repro-
ductive processes was always with reference to natural, rather than
artificial, automata (that is, animals and the human body). Nev-
ertheless, his arguments inevitably led some to pursue the analogy
and imagine the idea of self-reproducing artificial automata.

There is an anecdote retold several times in the recent literature
about a conversation between Descartes and Queen Christina of
Sweden (e.g. [119, 264, 1]).4 Upon hearing Descartes’ views on
animals as machines, Christina is said to have responded that “she
had never seen her watch give birth to baby watches” [223, p.
19]. We have been unable to find an authoritative original source
for this anecdote, and it is probably apocryphal.5 However, such
ideas were certainly in the air by the second half of the seventeenth

3Descartes’ views on reproduction and growth developed over his lifetime [83,
pp. 32–33], with the most mature account set out in De la formation de l’animal
published posthumously alongside Traite de l’homme in 1664 [253, p. 4]. He con-
ceived the process as one of regeneration and conservation of form, which followed
general laws of nature, progressing from the initial stages of the “extremely volatile
and expansive seminal mixture” of the fertilised ovum, with growth constrained and
guided by the particular conformation of the ovum’s membrane [58, p. 211]. How-
ever, his account was ultimately unsatisfying (e.g. [253, pp. 4–5], [83, pp. 33–35],
[117, pp. 368–370]). An interesting discussion of Descartes’ views in the context
of other seventeenth century explanations of biological reproduction can be found
in [117], and discussion of further development of thought on these matters in the
eighteenth century can be found in [94] and [253].

4And [188, p. 16] has “the queen of France” as the protagonist.
5In addition to conducting an extensive search of primary and secondary liter-

ature, we have also contacted many leading historians of science and philosophy
who specialise in Descartes, Queen Christina or early reproductive biology (see ac-
knowledgements at the end of the book), but most of them had not heard of this
anecdote, none knew of an original source and most thought it sounded apocryphal.
During our search, the earliest mention we found of the anecdote was in a 1924 text
in Spanish by the philosopher José Ortega y Gasset [224, p. 610]: “A Descartes, que
sostenía la naturaleza mecánica de los cuerpos vivos, ya decía Cristina de Suecia
que «ella no había visto nunca que su reloj diese a luz relojitos».” An English trans-
lation of this work appeared in 1941 [223, pp. 18–19]: “Queen Christina of Sweden
remarked to Descartes, who upheld the mechanical nature of living beings, that she
had never seen her watch give birth to baby watches.”
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century; in 1683, for example, the French academic Bernard Le
Bovier de Fontenelle wrote:

Do you say that beasts are machines just as watches are? Put a
male dog-machine and a female dog-machine side by side, and
eventually a third little machine will be the result, whereas two
watches will lie side by side all their lives without ever producing
a third watch.

Bernard Le Bovier de Fontenelle,
Letter XI “to Monsieur C...”, 16836

While Descartes sought to understand all living phenomena
apart from the human mind in terms of material properties, other
philosophers of the time adopted a completely materialist perspec-
tive, in which all phenomena, including the human mind, were to
be explained in terms of the properties of matter. One of the most
prominent statements of materialism of the period came from the
English philosopher Thomas Hobbes; where Descartes had sug-
gested that living beasts are machines, Hobbes in his 1651 book
Leviathan suggested that mechanical automata possess “an artifi-
cial life”:

For seeing life is but a motion of limbs, the beginning whereof
is in some principal part within, why may we not say that all
automata (engines that move themselves by springs and wheels
as doth a watch) have an artificial life? For what is the heart, but
a spring; and the nerves, but so many strings; and the joints, but
so many wheels, giving motion to the whole body, such as was
intended by the artificer?

Thomas Hobbes, Leviathan, 1651 [141, p. 7]

The seventeenth and eighteenth centuries witnessed the cre-
ation of progressively more sophisticated automata, accompanied
by further materialist comparisons between humans and machines.
A chief proponent of these materialist views was Julien Offray de
La Mettrie, best known for his work L’homme machine (Man a
Machine) published in 1747 [77]; detailed accounts of his work
and of the general intellectual development of such ideas in this pe-

6[76, pp. 322–323], translated text quoted from [253, p. 1].
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riod can be found elsewhere (e.g., [250, 158]).7 By the second half
of the eighteenth century, the incredulity shown by de Fontenelle
and others in the preceding decades regarding the possibility of
machine reproduction had become a little more subdued. In 1769,
the French philosopher Denis Diderot pushed the discussion of ma-
terialism even further in a series of three dialogues, later published
collectively under the title Le Rêve de d’Alembert [87]. Comparing
the operation of the human mind to the oscillations and resonances
of a harpsichord’s strings, one of the participants in the first dia-
logue remarks:

And so if this sentient and animated harpsichord was now en-
dowed with the faculty of feeding and reproducing itself, it would
live and, either on its own or with its female partner, give birth to
little harpsichords, living and resonating.

Denis Diderot,
Conversation Between D’Alembert and Diderot, 1769 [87]8

Diderot uses this image in the context of proposing a materialist
description of the development of a sentient animal from a germ
cell; machine reproduction was not the focal point of the passage.
Nevertheless, it is perhaps the first published work where the idea
of a self-reproducing machine is defended in a dialogue rather than
being immediately dismissed as absurd.

2.2 Mechanism and Design

The increasingly common comparison of animals to machines in
the seventeenth and eighteenth centuries is also reflected in the
growing use of what is now known as the watchmaker analogy in

7Descartes’ and Le Mettrie’s views were by no means universally accepted, how-
ever. For detailed coverage of the controversies that continued to rage in early
modern philosophy on the relationship between organisms and mechanisms, see,
for example, [214, 94, 117, 250].

8English translation by Ian Johnston (source: http://johnstoi.web.viu.ca/
diderot/conversation.htm), quoted with permission. Note that Johnston’s trans-
lation uses the phrase “little keyboards” at the end of this quotation, which we have
replaced with “little harpsichords”. The original French version uses the same word
“clavecin” (harpsichord) throughout the text. The original French version, together
with an account of the history of these dialogues, can be found in [192, pp. 83–98].
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arguments for the existence of God.9 The general form of such
arguments is as follows: If you were to study the intricate mecha-
nisms and organisation of a watch and observe how they operate
to perform the function of telling the time, you would naturally
assume that the watch had been designed by a skilled watchmaker
who had the intention of creating an artefact to perform that func-
tion; equally, if you consider the immeasurably more complicated
mechanisms and organisation of the human body, you should sim-
ilarly conclude that it has been designed by an ultra-intelligent de-
signer, or God.

In recent times the watchmaker analogy has become most
closely associated with William Paley and his 1802 publication
Natural Theology [228], which we will discuss shortly. Paley is
of particular interest in the current context because he raised the
idea of a self-reproducing watch in his argument. However, we can
trace the origins of even this use of the idea of self-reproduction in
the watchmaker analogy back to the seventeenth century.10

The first printed example of the analogy with an allusion to self-
reproduction that we are aware of appears in the English
clergyman Thomas Doolittle’s 1673 publication The Young Man’s
Instructor and the Old Man’s Remembrancer [91].11 In a chapter
of the book entitled “That there is a God”, Doolittle sets out the
following argument:

Can any thing that is not, work or do any thing? No.

Can any thing be before it is? No.

But that which doth make any thing is before that which is made?
Yes.

Then if any creature had made it self, it would have been before
it was, and it would have acted when it was nothing: but that is
impossible: is it not? Yes.

9But note that the history of such arguments dates back much earlier, at least as
far as Cicero in the first century BCE [153].

10A text that bears many similarities to Paley’s in the use of the watchmaker anal-
ogy was published over eighty years prior to Natural Theology by the mathematician
Bernard Nieuwentyt in a 1716 publication in Dutch, which was translated into En-
glish in 1718 [218]. Some have argued that Paley plagiarised Nieuwentyt’s work
(see [153, p. 120, pp. 69–71]). However, Nieuwentyt’s argument did not include
the idea of a self-reproducing watch which was present in Paley’s work.

11Another early version of the watchmaker argument appears in a lecture
preached by John Howe in 1690 [53, p. 1060].
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Then every thing that was made, was made by something that is
and was not made: was it not? Yes.
And that which is, and was not made, must be God? Yes.
When you see a good going Watch, a well tuned musical Instru-
ment, a fair built House, or several Letters in a Printing-house, to
be put in due order to make significant Words, you conclude, that
there was some Workman that did all these things? Yes.
So when you see Sun, Moon, and Stars, the Earth, the Sea, Men,
Beasts of the Field, Birds of the Air, being they could not make
themselves, you conclude, there must be one that is the first cause
of all things that are made, or else they could never have been.
. . . do you not? Yes.
Then there is no more reason you should doubt, whether God is,
than whether you are: is there? No.

Thomas Doolittle,
The Young Man’s Instructor, 1673 [91, pp. 31–32]

We see here that Doolittle argued that even a self-reproducing
organism (a creature that “made itself”) must have been originally
made by an eternal creator.12 The argument that self-reproduction
does not mitigate the need for an original creator was later made
more explicitly by William Paley in his Natural Theology [228].
Paley (1743–1805), like Doolittle, was an English clergyman and
philosopher, and Natural Theology was his final published work,
appearing in 1802. In it we also find the first explicit and pro-
tracted discussion of the concept of a self-reproducing artificial (as
opposed to biological) machine.

Paley’s discussion of the watchmaker analogy in Natural
Theology begins in Chapter 1 where he asks us to imagine com-
ing across a stone while walking in the country. If we were asked
how it had come to be there, it would be perfectly reasonable, he
argued, to assume it had always been there. However, the situa-
tion would be different, he suggested, if we came across a watch

12We also see in this quote that Doolittle, with his image of “several Letters in a
Printing-house, to be put in due order to make significant Words,” is using a version
of what is now known as the “tornado in a junkyard” argument, made popular
in recent times by Fred Hoyle [148, p. 19], and frequently used by present-day
creationists in arguments for the existence of God. John Howe’s publication from
around the same time as Doolittle, mentioned in footnote 11 (p. 19), also used a
similar image [53, p. 1060]. For a full discussion of the history of such arguments,
from antiquity to the present day, see [153].
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rather than a stone. By inspecting the watch and discovering it
to consist of many intricate parts precisely arranged so as to per-
form the function of displaying the time, we would hardly conclude
that, like the stone, it had lain there forever. We would surely con-
clude, he argued, that there must have been a skilled craftsman or
artificer who “comprehended its construction, and designed its use”
[228, p. 8].

In Chapter 2, Paley extends the argument by supposing we dis-
covered that, in addition to telling the time13

. . . [the watch] possessed the unexpected property of producing,
in the course of its movement, another watch like itself . . . That
it contained within it a mechanism, a system of parts, a mould for
instance, or a complex adjustment of laths, files, and other tools,
evidently and separately calculated for this purpose . . .

William Paley, Natural Theology, 1802 [228, p. 11]

He asked what effect such a discovery would have upon our
previous conclusion. His answer was that it would not affect our
conclusion, for we would still have to account for the design and
construction of the original watch in the series of self-reproducing
watches: “There cannot be design without a designer” [228, p. 12].

In his argument, Paley was thinking about watches making
exact copies of themselves (i.e. self-reproduction without variation,
or standard-replicators). He got very close to imagining a progres-
sive series of small changes over a lineage of watches when he
asked the further question: in what circumstances would the fact
that the watch is self-reproducing change our conclusion about
its origins? “If the difficulty [of a design requiring a designer]
were diminished the further we went back [in the lineage of self-
reproducing watches], by going back indefinitely we might exhaust
it. And this is the only case to which this sort of reasoning applies”
[228, p. 13].

However, Paley did not make the final step of imagining an
evolutionary sequence of small changes from simple beginnings.
In his watch analogy with self-reproduction but lacking variation
“[n]o tendency is perceived, no approach towards a diminution

13Note that Paley, like Diderot before him (Sect. 2.1), is using the image of a self-
reproducing machine without dismissing it as an obviously absurd or impossible
idea.
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of this necessity [of requiring a designer]” [228, p. 13]. He con-
cluded that, even when considering self-reproduction, “[t]he thing
required is the intending mind, the adapting hand, the intelligence
by which that hand was directed” [228, p. 14]. The step of replac-
ing an intelligently-directed adapting hand with the adapting hand
of evolution by natural selection would have to wait another sixty
years for the publication of Darwin’s On the Origin of Species and
the imagination of Samuel Butler (see Sect. 3.1).14

* * *

As we have seen in this chapter, comparisons between animals
and machines in the seventeenth and eighteenth centuries led to
the first glimmerings of the idea of machine self-reproduction. As
time progressed, we see the notion being used in the literature with
fewer caveats attached. As outlined in Sect. 1.6, this work rep-
resents the first major step in the development of thinking about
self-replicators. Specifically, discussions during this period were
about the fundamental question of whether a machine could con-
struct a copy of itself—that is, to use our terminology, whether
it is possible to design a standard-replicator. This step, combined
with the introduction and widespread use of increasingly complex
machinery during the Industrial Revolution of the late eighteenth
and early nineteenth century, and the publication of Darwin’s
theory of evolution by natural selection, set the stage for the
second major step—the idea that machines might not only be able

14A tantalising “near miss” in terms of earlier candidates for thinking about the
evolution of self-reproducing machines is Erasmus Darwin (1731–1802), a contem-
porary of William Paley and grandfather of Charles Darwin. He is well known for
his early ideas on the theory of biological evolution, set out in Zoonomia: Or the
Laws of Organic Life [73]. Perhaps less widely known, Erasmus Darwin was also
interested in designing machines and mechanisms, examples of which included de-
vices for producing multiple copies of handwritten text and also the design for an
artificial mechanical bird, powered by compressed air and featuring a fully speci-
fied wing movement cycle [163]. However, despite his combined interests in evo-
lution, mechanical copying machines and artificial organisms, we have found no
evidence that he thought about the possibility of self-reproducing machines. Fur-
ther information and pictures of Darwin’s designs are available on the Revolution-
ary Players website at http://www.revolutionaryplayers.org.uk/the-scope-
and-nature-of-darwins-commonplace-book/. A model based upon Darwin’s de-
sign for an artificial bird was recently commissioned for public display at his former
home (now a museum) in Lichfield, England (see http://www.bbc.co.uk/news/
uk-england-stoke-staffordshire-21630920).
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to reproduce but also evolve. The development of this second
step—the emergence of the idea of an evo-replicator—is the
subject of the next two chapters.
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Chapter 3

Babbage Meets Darwin:
Mechanisation and Evolution
in the 19th Century

By the climax of the British Industrial Revolution in the 1840s,
the idea of machines making other machines was no longer quite
such an “unexpected property” as it was when Paley wrote Natural
Theology just decades earlier. Indeed, around this time we start
to see more anxiety about the potential consequences of machine
self-reproduction as the idea begins to seem a little less far-fetched.
In 1844, the British author and future prime minister Benjamin
Disraeli wrote the novel Coningsby; in a passage of the book de-
scribing the industrial landscape of Manchester, the narrator re-
marks:

And why should one say that the machine does not live? It
breathes . . . It moves . . . And has it not a voice? . . . And yet
the mystery of mysteries is to view machines making machines; a
spectacle that fills the mind with curious, and even awful, specu-
lation.

Benjamin Disraeli, Coningsby, 1844 [88, p. 154]

By the mid-nineteenth century, the intellectual advances of the
preceding two hundred years had laid the groundwork for the
first extended explorations of the possible repercussions of self-
reproducing machines, with particular concern about their poten-
tial to evolve. The nexus of this development was London; in the
nineteenth century, the intellectual elite of England were a richly

25
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connected web of thinkers, among whom ideas of science, philos-
ophy, technology, literature and the arts freely flowed.

For example, shortly after returning from his voyage on the
Beagle, Charles Darwin attended one of Charles Babbage’s
regular London soirées and witnessed a demonstration of his work
on a mechanical calculating machine, the Difference Engine.1

Babbage worked with Augusta Ada King, Countess of Lovelace
(Ada Lovelace), who was the daughter of poet George (Lord)
Byron, whose friend Percy Bysshe Shelley was married to novelist
Mary Shelley, whose work Frankenstein [261] remains the seminal
science fiction account of the creation of an artificial being,2 and
so on . . .

It was into this intellectual powder keg that Darwin was about
to drop a lit match with the publication of On the Origin of Species
in 1859 [72]. Descartes and La Mettrie had claimed that organ-
isms were machines, and Darwin now argued that complex or-
ganisms had evolved from simple beginnings. We do not have
to wait long thereafter to find thinkers who combined these lines
of thought to conceive and explore the idea of self-reproducing,
evolving machines—that is, evo-replicators.

Within a year of Darwin’s publication, his American friend and
colleague Asa Gray published an extended review and examina-
tion of Darwin’s theory in three successive issues of The Atlantic
magazine.3 In the first of these, published in July 1860, Gray com-

1Babbage used the Difference Engine to demonstrate how discontinuities could
arise in a system without external intervention, and thereby to argue that discon-
tinuities in Nature, such as the appearance of new species, could likewise be ex-
plained by natural laws without requiring constant divine guidance [267]. Snyder
argues that this demonstration likely emboldened Darwin’s ideas of nature being
governed by natural laws [267, p. 195]. Babbage’s fascination with complex ma-
chines had been stimulated as a young child when he was taken to exhibitions of
human and animal mechanical automata [250, p. 126–127], [202, p. 134–135].

2For a detailed discussion of the scientific context (especially the biological and
evolutionary context) within which Shelley wrote Frankenstein, see [227]. Shelley’s
novel itself includes an allusion to self-reproducing artificial beings, if not automata
as such. In a section where Victor Frankenstein has commenced making a female
companion for his creature, he decides to halt the endeavour after imagining what
might come of it: “Even if they were to leave Europe, and inhabit the deserts of
the new world, yet one of the first results of those sympathies for which the dae-
mon thirsted would be children, and a race of devils would be propagated upon
the earth, who might make the very existence of the species of man a condition
precarious and full of terror” [261, ch. 20] (see also [31, p. 195]).

3These articles were later collated as a single volume and published in London
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pared Darwin’s picture of biological evolution to the development
of human technology and artefacts:

To compare small things with great in a homely illustration: man
alters from time to time his instruments or machines, as new cir-
cumstances or conditions may require and his wit suggest. Minor
alterations and improvements he adds to the machine he pos-
sesses; he adapts a new rig or a new rudder to an old boat:
this answers to variation. If boats could engender, the varia-
tions would doubtless be propagated, like those of domestic cat-
tle. In course of time the old ones would be worn out or wrecked;
the best sorts would be chosen for each particular use, and fur-
ther improved upon; and so the primordial boat be developed
into the scow, the skiff, the sloop, and other species of water-
craft,—the very diversification, as well as the successive improve-
ments, entailing the disappearance of many intermediate forms,
less adapted to any one particular purpose; wherefore these go
slowly out of use, and become extinct species: this is natural se-
lection.

Asa Gray, 1860 [126, p. 122] (original emphasis)

This passage is perhaps the first published example of an anal-
ogy being drawn between the process of biological evolution and
the evolution of human technology.4 In addition, Gray also con-

the following year [127].
4George Basalla’s classic book The Evolution of Technology does not mention

Gray’s work, but instead focuses on organic-mechanical analogies in the works of
Samuel Butler (whom we describe in Sect. 3.1) and Augustus Pitt-Rivers (born Au-
gustus Lane-Fox) [21, pp. 14–21]. It is true that Butler and Pitt-Rivers explored
these ideas far more than did Gray. Basalla identifies a variety of other writers who
further developed the idea of the evolution of technology in the late nineteenth and
early twentieth centuries, but to elaborate on those here would take us beyond our
focus on self-reproducing machines. Here we mention just one further work of inter-
est, which is little cited elsewhere: in 1910 the German chemist and Nobel laureate
Wilhelm Ostwald published a short article in the supplement of Scientific Ameri-
can entitled “Machines and Living Creatures” [225]. Ostwald argued that machines
and biological organisms can both be considered as energy transformers, and both
evolve over time to achieve “a higher ratio of efficiency between energy consumed
and energy produced.” Both the removal of dispensable parts, and the development
of individual organs to perform specific functions, can be explained by this princi-
ple in organisms and in machines, said Ostwald. The only subsequent reference we
have found to Ostwald’s article appears in an editorial of an American Theosophy
newsletter, Century Path, later in the same year [287]—this criticised the applica-
tion of analogies of biological evolution to human technology on the grounds that
the latter requires conscious human selection for its operation.
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jures the image of a boat giving rise to other boats like itself.
While Gray was not necessarily thinking of self -reproducing tech-
nology,5 over the following twenty-year period we find at least
three authors writing explicitly and extensively about the idea of
evo-replicators—and about the potential consequences of their
emergence for the future of humankind.

3.1 Samuel Butler: Darwin Among the Machines
(1863)

A little biographical background is required to explain how, in the
1860s, a sheep farmer on a remote ranch in New Zealand came
to be writing about the conquest of humanity by evolving, self-
reproducing machines.

Born in England, Samuel Butler (1835–1902) set sail aboard
the Roman Emperor, bound for New Zealand, in October 1859
[44].6 A recent graduate of Cambridge University, and son of the
Reverend Thomas Butler,7 Samuel had decided not to follow his
father into the clergy, but instead intended to establish himself
among the early British settlers of the Canterbury settlement in
New Zealand’s South Island.

Butler’s plan was to increase his wealth by sheep farming, and
by late 1860 he had established a sheep run named Mesopotamia
Station. Although the run was situated some 90 miles south-west
of the regional capital Christchurch, Butler spent much of his time
in the capital and became well connected. Over the four years he
spent in New Zealand, he wrote a number of contributions for The
Press, a Christchurch newspaper.

Shortly after his arrival in New Zealand, Butler obtained a
copy of Darwin’s recently-published On the Origin of Species [72].

5The word “engender” in his phrase “If boats could engender . . . ” is ambiguous
in this regard. Interestingly, the 1861 republication of the work includes an ex-
panded version of this sentence, which reads “‘Like begets like,’ being the great rule
in nature, if boats could engender, the variations would doubtless be propagated,
like those of domestic cattle.” [127, p. 6].

6Sources of biographical details in this section include [146], [252] and [48],
and further information is also available in [97].

7Samuel Butler was also the grandson of Dr Samuel Butler, headmaster of
Shrewsbury School during the years when the young Charles Darwin attended the
school [114]. Furthermore, he was distantly related, by marriage, to William Paley
[124, p. 12].
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In late 1862 he anonymously published a dialogue in The Press en-
titled Darwin on the Origin of Species [42] in which one character
argues in support of Darwin’s theory and the other against it. This
wrestling with Darwin’s theory and its implications was to form
a common thread in many of Butler’s later works. The following
year, on 13 June 1863, he published another letter in The Press—
this time under the pseudonym Cellarius—entitled Darwin Among
the Machines [43] (see Fig. 3.1).

Butler began the letter by noting the rapid pace of develop-
ment of machinery from the earliest mechanisms to the most so-
phisticated examples of the day. He commented that this had far
outstripped the pace of development in the animal and vegetable
kingdoms, and asked what might be the ultimate outcome of this
trend. Observing the increasingly sophisticated “self-regulating,
self-acting power” with which machines were being conferred, But-
ler suggested that humans “are ourselves creating our own succes-
sors” [43, p. 1]. He further speculated that, freed from the con-
straints of feelings and emotion, machines will ultimately become
“the acme of all that the best and wisest man can ever dare to aim
at,” at which point “man will have become to the machine what
the horse and the dog are to man” [43, p. 1].8

At that stage, Butler reasoned, the machines would still be re-
liant upon humans for feeding them, repairing them and producing
their offspring, and hence they would likely treat us kindly. “[Man]
will continue to exist, nay even to improve, and will be probably
better off in his state of domestication under the beneficent rule of

8We can see glimmerings of the modern idea of the technological singularity
[209, 175] (sometimes simply referred to as “the singularity”) in Butler’s writing.
Different authors adopt different definitions of this concept, but they all essentially
involve a profound change in human civilisation brought about by the emergence
of machines with greater-than-human intelligence [99, pp. 1–12]. The differences
lie in the rate at which these changes might happen. Nick Bostrom has recently
introduced the term superintelligence as a more precise concept that does not com-
mit to the ongoing exponential growth rates envisaged by some proponents of the
singularity [29]. As we see here, the origin of these ideas can be traced back at
least as far as Butler’s writing in the 1860s. The birth of the digital computer age
prompted increasing interest and speculation along these lines; the idea was dis-
cussed in the 1950s by both Alan Turing [292, p. 666] (who explicitly referred to
Butler’s work) and John von Neumann [296, p. 5] (who first introduced the term
singularity in reference to the accelerating pace of technology, and whose work on
machine self-reproduction we discuss in Sect. 5.1.1). For a good discussion of the
history of these ideas and an analysis of the themes entailed, see [99], and for a
recent general overview see [259].
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Figure 3.1: The front page of The Press newspaper from 13 June 1863.
Butler’s letter Darwin Among The Machines starts at the bottom of the sec-
ond column. The letter continued to the end of the first column of the
second page (not shown).
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the machines than he is in his present wild state” [43, p. 1]. How-
ever, he then introduced the possibility of a time when “the repro-
ductive organs of the machines have been developed in a manner
which we are hardly yet able to conceive,” noting that “it is true
that machinery is even at this present time employed in begetting
machinery, in becoming the parent of machines often after its own
kind” [43, p. 2].

Given the scenario he had presented, Butler ended the letter by
suggesting that the best course of action for the human race was
to embark upon the destruction of all machines and to return to
a simpler way of life. If such a course of action seemed impos-
sible given the degree to which human civilisation already relied
upon technology, Butler warned that “the mischief is already done,
that our servitude has commenced in good earnest, that we have
raised a race of beings whom it is beyond our power to destroy,
and that we are not only enslaved but are absolutely acquiescent
in our bondage” [43, p. 2].

Among subsequent commentators on Butler’s work, there are
varying opinions on whether his intention was to support or cri-
tique Darwin’s theory (see [146, pp. 26–28]).9 Butler was cer-
tainly challenged by the implications of the theory, and his pub-
lished work reflects his own conflicting views and their develop-
ment over his lifetime. For example, in a subsequent letter to The
Press entitled Lucubratio Ebria [45], published on 29 July 1865, he
presented a vision of machines as an extension of the human body,
rather than as a competing species. From this perspective, Butler
emphasised the capacity of machines to exert positive influences
on the evolution of humankind, not only by increasing our physi-
cal and mental capabilities but also by changing the environment
in which we develop as individuals and evolve as a species.10 He
wrote: “We are children of the plough, the spade, and the ship;
we are children of the extended liberty and knowledge which the

9The ambiguity is partially attributable to Butler’s literary style. E. M. Forster,
whose short story The Machine Stops we discuss in Sect. 4.1.1, was influenced both
by Butler’s ideas and his technique [116]. He praised Butler as “a master of the
oblique” whose technique involved “muddling up the actual and the impossible
until the reader isn’t sure which is which.”

10To apply modern terminology from theoretical biology to Butler’s ideas, we
could say that he is arguing that machines can be viewed as part of the extended
phenotype of humans [75], and that human evolution is affected by niche construc-
tion through our machine-building activities [219].
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printing press has diffused. Our ancestors added these things to
their previously existing members; the new limbs were preserved
by natural selection and incorporated into human society; they de-
scended with modifications, and hence proceeds the difference be-
tween our ancestors and ourselves.” [45].

Butler’s struggle in deciding how best to reconcile Darwin’s the-
ory of biological evolution with its implications for machine evolu-
tion is well expressed in Lucubratio Ebria: “We know that what we
see is but a sort of intellectual Siamese twins, of which the one
is substance and the other shadow, but we cannot set either free
without killing both.” Upon his return to England in 1864, he con-
tinued to explore these ideas, first in an expanded essay entitled
The Mechanical Creation, published in the London journal The Rea-
soner in 1865 [46],11 and finally in their most developed form as
The Book of the Machines, which constituted chapters 23–25 of his
novel Erewhon, published in 1872 [47].

In Erewhon, Butler explored the idea of the collective reproduc-
tion of heterogeneous groups of machines, as an alternative to a
single machine individually producing a complete copy of itself. He
likened a complicated machine to “a city or society” [47, p. 212],
and asked “how few of the machines are there which have not been
produced systematically by other machines?” [47, p. 210].12 He
invoked a number of biological analogies, such as bee pollination
and specialisation of reproductive function in ant colonies, to argue
that machines are no less lifelike even if not fully self -reproducing
individually.

He further explored the idea, first addressed in Lucubratio Ebria,
that humans and machines are co-evolving, in a process driven
by market economics. However, in contrast to his earlier writing,
he now feared that this might be detrimental to humankind, with
machines evolving to act parasitically upon their designers: “[the
machines] have preyed upon man’s grovelling preference for his

11Butler’s Lucubratio Ebria (LE) was also written after his return to England, and
he sent it from London to New Zealand to be published in The Press. Its eventual
publication date of 29 July 1865 was a few weeks after that of The Mechanical
Creation (MC) on 1 July 1865, although Butler wrote LE before MC [202, p. 150].

12These and all other quotes from Erewhon in this section are voiced by characters
in the novel. However, as this part of the novel was a development of Butler’s earlier
thoughts set out in The Mechanical Creation and Darwin Among the Machines (as
explained in the preface of Erewhon [47, p. 33]), we can assume that these quotes
are representative of Butler’s own thinking.
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material over his spiritual interests” [47, p. 207]. Humans, he ar-
gued, are economically invested in producing machines with ever
more “intelligibly organised” mechanical reproductive systems [47,
p. 212]:

For man at present believes that his interest lies in that direction;
he spends an incalculable amount of labour and time and thought
in making machines breed better and better . . . and there seem
no limits to the results of accumulated improvements if they are
allowed to descend with modification from generation to genera-
tion.

Samuel Butler, Erewhon, 1872 [47, p. 212]

As machines evolved to become ever more complex, Butler
cautioned that they might “so equalise men’s powers” that evo-
lutionary selection pressure on human physical capabilities would
be reduced to a level that precipitated “a degeneracy of the hu-
man race, and indeed that the whole body might become purely
rudimentary” [47, p. 224]. This concern about the consequences
for the human race of entering a long-term co-evolutionary rela-
tionship with machines is taken up by a number of later authors,
most notably J. D. Bernal, whose 1929 work The World, The Flesh
and the Devil we discuss in Sect. 4.2.1.

3.2 Alfred Marshall: Ye Machine (c. 1867)

In 1865, the year after Butler’s return to London, and a little over
50 miles away, Alfred Marshall (1842–1924)—a recently appointed
fellow at St. John’s College, Cambridge—was introduced to the
university’s Discussion Society [241]. The society was a forum for
intellectual debate that later became known as The Grote Club after
its founder, the Reverend John Grote.

A graduate in mathematics, Marshall was later to become one
of the founding fathers of neoclassical economics. In his influential
book The Principles of Economics, first published in 1890, Marshall
drew analogies between economics and biology. He noted that
both dealt with systems “of which the inner nature and constitu-
tion, as well as the outer form, are constantly changing” [198, p.
772], and, further, that the development of both biological and in-
dustrial organisations “involves an increasing subdivision of func-
tions between its separate parts on the one hand, and on the other
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a more intimate connection between them” [198, p. 241]. He ar-
gued that “[t]he Mecca of the economist lies in economic biology”
[198, p. xiv].13

During his early career in the 1860s, however, Marshall was
more engaged in questions of philosophy—in particular, the extent
to which the activities of the human mind could be understood in
purely physical terms [241, 66].14 He wrote a series of four papers
that formed the basis of talks presented at The Grote Club: “The
Law of Parcimony”, “Ferrier’s Proposition One”,15 “Ye Machine”, and
“The Duty of the Logician or the System-maker to the Metaphysician
and to the Practical Man of Science” [241, 242].16 The first three of
these are a sequential discourse as Marshall feels his way “towards
a general theory of psychology . . . as a doctrine that the action
of Brutes are accountable for by mechanical agencies only . . . and
that the phenomena of the human mind are accountable for by
mechanical agencies and self-consciousness” [242, p. 111].

In the first two papers, Marshall defended the distinction be-
tween the subjective and objective aspects of the mind. Although
supportive of the philosophical work of Ferrier and his followers,
he complained that they made no attempt to engage with contem-
porary scientific approaches to mental phenomena [242, pp. 110–
111]. In the third paper, “Ye Machine”, Marshall addressed this
failure by proposing a model for the objective study of mechanisms
capable of learning and intelligent action. Inspired by recent scien-

13Several authors have commented, however, that Marshall’s plans to develop a
more biological economics remained largely aspirational, and a planned sequel to
The Principles of Economics dealing with economic dynamics was never completed
[143, 286].

14Indeed, Marshall apparently always regarded himself as a philosopher, writing
towards the end of his life that “I taught economics . . . but repelled with indignation
the suggestion that I was an economist: ‘I am a philosopher, straying into a foreign
land. I will go home soon.’ ” [241, p. 53].

15James Frederick Ferrier was a nineteenth century Scottish moral philosopher
whose Idealist philosophy saw self-consciousness as the defining feature of human
experience [241, p. 64]. Marshall describes Ferrier’s Proposition One as “along
with whatever any intelligence knows, it must, as the ground or condition of its
knowledge, have some cognizance of itself” [242, p. 105].

16Marshall presented the first of these papers to The Grote Club on 27 March
1867 [241, p. 62]. The precise dates of the subsequent presentations are unknown,
although it appears that the second and third papers were presented in two consec-
utive weeks [242, pp. 111–113].
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tific work in psychology,17 evolution18 and calculating machines,19

he described the design of a mechanical device (a robot in today’s
terms) equipped with sensors, effectors and inner circuitry that
would allow it to develop progressively more sophisticated ideas
and reasoning about its interactions with the world.

Marshall’s proposal for the device’s “brain” was as follows:

We may suppose the Machine to contain an indefinite number of
wheels of various sizes, and in various positions . . . Now sup-
pose that when any two wheels were together performing two
partial revolutions, the Machine itself connects them by a light
band, slightly fitting. Then, when one of them again revolved,
the other would also revolve, unless there were a resisting or op-
posing force, in which case the band would slip. But every time
the same double motion was repeated the band would be tight-
ened.

Alfred Marshall, Ye Machine, c. 1867 [242, p. 116]

The proposal was clearly intended as a thought experiment
rather than a practical design. But Marshall’s essential point was
that it is possible to conceive of a machine with a mechanism that
strengthens the linkage between internal elements that tend to be
active concurrently.20 The design implements what would now
be classified as a kind of associative learning. Marshall goes on
to describe how a machine like this might also learn through re-
ceiving positive or negative feedback about its actions, and how it
might develop instincts to maintain desired states. Although such
instincts could arise from the associative learning mechanisms al-
ready mentioned, Marshall speculated:

Nay, further, the Machine, like Paley’s watch, might make others
like itself. We thus get hereditary and accumulated instinct. For
these descendants, as they may be called, may vary slightly, owing
to accidental circumstances, from the parent. Those which were
most suited to the environment would supply themselves most
easily with fuel, etc. and have the greatest chance of prolonged

17Most notably Alexander Bain’s work on associationism.
18Primarily the work of Herbert Spencer rather than Charles Darwin (see [143]

for further discussion).
19The work of Charles Babbage (see [66] for further discussion).
20Marshall also suggested that the Machine could be designed with electromag-

netic components [242, pp. 116–117].
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activity. The principle of natural selection, which indeed involves
only purely mechanical agencies, would thus be in full operation.

Alfred Marshall, Ye Machine, c. 1867 [242, p. 119]

He went on to discuss how the Machine’s design might be aug-
mented with a second level of inner circuitry, which he called its
Cerebrum in contrast to its existing Cerebellum. Marshall discussed
how the Cerebrum could give the Machine the power to reason
about sequences of future events by internal meditation. He then
addressed its ability to learn concepts of language, numbers and
arithmetic, geometry, mechanics and the natural sciences. In his
discussion, Marshall invoked the idea of natural selection on a cou-
ple of further occasions. He suggested it might assist Machines to
evolve complex capacities for cooperation and for the communica-
tion of ideas [242, p. 124], along with strong powers of sympathy
and moral character [242, p. 130].21

“Ye Machine” and the other papers presented by Marshall at
The Grote Club in the late 1860s had a very limited—albeit distin-
guished22—audience at the time, and they were not published in
the scientific literature until 1994 (courtesy of the efforts of the late
Tiziano Raffaelli). However, the ideas that Marshall developed in
these papers are clear antecedents of themes in his influential work
in economics later in his career (discussed earlier in this section).23

On a final biographical note, Alfred Marshall’s marriage in 1877
provides another example of the interconnectedness of the key
figures in our story; his bride was Mary Paley [68], the great-
granddaughter of none other than William Paley (Sect. 2.2).

21Marshall also foresaw—like Butler before him (footnote 8, p. 29)—that the
process could lead to machines with superintelligence beyond the level of humans:
“a Machine of very great power—by means of the enormous number of associations
which it would have ever present with it—might . . . discover laws that we have not
yet attained to, and might set to work to dig for its own coal in places where coal
was never heard of” [242, p. 129].

22Other active members of The Grote Club at the time included the economist and
philosopher Henry Sidgwick, the logician John Venn and the theologian Frederick
Denison Maurice [242, p. 103].

23See also [143] for further discussion of the role of biological analogies in Mar-
shall’s work in economics.
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3.3 George Eliot: Impressions of Theophrastus Such
(1879)

In the following decade, the British author Mary Ann Evans (known
by her pen name George Eliot) published her final work Impres-
sions of Theophrastus Such [102]. The work is written as a series
of short essays by an imaginary scholar named Theophrastus, who
attempts to study the human species by focusing on how certain
individuals behave in particular interactions—much as an etholo-
gist might study animal behaviour. As the literary scholar S. Pearl
Brilmyer puts it, by “[a]massing descriptions of various unpercep-
tive and unsympathetic human beings . . . Theophrastus tries to
illuminate that which escapes his embodied awareness: the form
of the species of which he is but an instance” [34, p. 37].

The penultimate chapter, entitled Shadows of The Coming Race,
covers in a few short pages many themes concerning the long-
term future of the human species. The chapter is written as a
dialogue between a character named Trost, who has an optimistic
view of the future of humanity, and the narrator, who is more pes-
simistic. The discussion focuses upon our relationship with ma-
chines, and the question of whether consciousness is an advantage
to our species or rather an “idle parasite” which we would do better
without.

Echoing views expressed in Butler’s works, the chapter’s nar-
rator foresees a time when machines develop “conditions of self-
supply, self-repair, and reproduction.” These developments, she
fears, will have detrimental effects upon society, leading to mass
unemployment. This would first affect the ranks of the lower-
skilled, but eventually even the most highly-skilled and intellectual
of our species will become redundant and “subside like the flame of
a candle in the sunlight,” superseded by the machines that are “free
from the fussy accompaniment of . . . consciousness.” Like Butler,
Eliot imagined that along the path to our eventual extinction, our
increasing reliance upon machines would lead to a degeneration
of the human body, leaving us “pale, pulpy, and cretinous.”

Many of the ideas expressed in Eliot’s chapter can also be found
in Butler’s earlier works. Indeed, Butler thought that Eliot had
“cribbed” Erewhon in her work.24 However, it is perfectly possible

24See entry entitled “George Eliot” in Butler’s notebooks [49, p. 90] and a letter
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that both authors seized upon similar ideas independently, given
the intellectual atmosphere of the time as described at the start
of this chapter. Eliot was well informed of contemporary scientific
developments, and had read On the Origin of Species days after its
publication [164, pp. 28–30]. Indeed, from the early 1850s she
had a close friendship with the philosopher Herbert Spencer, who
was an early advocate of the theory of evolution [131, p. 112], and
in the late 1860s she became friends with Charles Darwin and his
family too.25 Furthermore, her partner George Henry Lewes had
started working on his major work Problems of Life and Mind in
1867, just two years before Eliot wrote Impressions [65, p. 463].
Lewes’ work included a section entitled Animal Automatism, which
explored the questions of “whether animals are machines” and “in
what sense can we correctly speak of Feeling as an agent in organic
processes?” [189, p. 362].26 There is therefore no doubt that Eliot
was immersed in just the scientific and philosophical ideas that
would have allowed her to conceive her chapter Shadows of the
Coming Race completely independently of Butler’s work.27

from Butler dated 10 June 1880 [50, pp. 85–86]. However, the idea might have
been originally planted in Butler’s mind by his confidant Eliza Savage (see letter
from Savage to Butler dated 24 September 1879, [51, pp. 208–210]), and her
intentions in doing so might have been somewhat convoluted [164, pp. 224–226].

25As documented in various letters between Darwin, Eliot and Eliot’s part-
ner George Henry Lewes (source: https://www.darwinproject.ac.uk/george-
eliot-mary-ann-evans).

26These are similar topics to those addressed by Alfred Marshall in his Grote Club
lectures, described in Sect. 3.2.

27On the other hand, it is also possible, and perhaps likely, that Eliot was making
an implicit reference to Erewhon in the chapter—this would tie in with her gen-
eral style that integrates “literary, scientific, or historical allusion in the structure
of Impressions” [103, p. ix]. Indeed, the chapter title Shadows of the Coming Race
is a reference to Eliot’s friend Edward Bulwer-Lytton’s 1871 sci-fi novel The Com-
ing Race [41] (see, e.g., [131, p. 522], [31, p. 194], and [103, p. xxxvi footnote
26]). When Erewhon was first published in 1872 it appeared anonymously and was
widely taken to be Bulwer-Lytton’s sequel to The Coming Race. Upon the announce-
ment two months later that the author was in fact Butler, sales dropped by 90
percent [110, p. 155,158–159]. The literary scholar Marc Redfield goes as far as to
question whether Eliot was intentionally “plagiariz[ing] the plagiarist” in Shadows
(Butler himself having been suspected by some of plagiarising The Coming Race)
[245]. This idea might not be as fanciful as it first appears if one considers that
“Eliot successfully transmuted ideas into the form and structure of her novels; it is
seldom sufficiently emphasized that this transmutation is in itself a key to her ‘art”’
[164, p. 25], and that in Impressions “[s]tories and phrases are freely borrowed.
The concepts of originality and authorship are being questioned” [103, p. xxxiii].
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There is a fear expressed in Eliot’s chapter that scientists are
proceeding with a blinkered view of what might be the long-term
consequences of their creations. Towards the end of the chapter
the narrator summarises her vision of the ultimate outcome of the
process of technological development—when humans have been
driven to extinction by intelligent but unconscious machines—in
the following passage:

Thus this planet may be filled with beings who will be blind and
deaf as the inmost rock, yet will execute changes as delicate and
complicated as those of human language and all the intricate web
of what we call its effects, without sensitive impression, without
sensitive impulse: there may be, let us say, mute orations, mute
rhapsodies, mute discussions, and no consciousness there even to
enjoy the silence.

George Eliot, Impressions of Theophrastus Such, 1879
[102, ch. 17]

Asked where these ideas had come from, the narrator explains
that “[t]hey seem to be flying around in the air with other germs.”
By the late 1800s these topics were indeed very much in the air.

3.4 The Late 19th Century

In the final two decades of the nineteenth century we see contin-
uing allusions to self-reproducing machines, although nothing as
protracted and explicit as the works of Butler, Marshall and Eliot.

In 1891 the controversial American author Wilford Hall pub-
lished an article in which he argued that divine creation was still re-
quired to explain the origin of life even if we accept Darwin’s argu-
ments [133]. With echoes of William Paley before him (Sect. 2.2),
Hall uses human technology as an analogy in his argument; while
he appears to accept the possibility of a self-reproducing machine,
he draws the line at machines that could produce output more com-
plex than themselves: “No inventor, for example, constructs an in-
genious machine and then expects that machine to evolve other
inventions even still more complex than itself” [133, p. 162]. The
fallacy in his argument was demonstrated some fifty years later,

However, speculations along these lines take us far beyond what can be proven, so
we delve no further into this issue here.
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when John von Neumann did exactly that (as we will discuss in
Sect. 5.1.1).

Turning to work with wider impact, H. G. Wells’ seminal 1898
sci-fi novel The War of the Worlds alludes to the evolution of a
bio-mechanical hybrid species: the Martians in the novel “may be
descended from beings not unlike ourselves, by a gradual develop-
ment of brain and hands . . . at the expense of the rest of the body”
[308]. As Leo Henkin remarks in his work Darwinism in the English
Novel, Wells’ Martians “have become practically mere brains, wear-
ing different mechanical bodies according to their needs” [138, p.
255]. This brings to mind Butler’s earlier image of the likely future
degeneracy of the human body as we rely ever more upon ma-
chines in our daily activities (Sect. 3.1). These themes were later
developed more extensively in the early twentieth century, most
notably by J. D. Bernal, whose work we discuss in Sect. 4.2.1.

* * *

As demonstrated by the work described in this chapter, by the
end of the nineteenth century the second major step in thinking
about self-replicators—the birth of the idea of evo-replicators that
can not only reproduce but also evolve—had already been accom-
plished. In the decades that followed, further explorations of the
idea began to appear in short stories and plays aimed at a much
wider general audience. At the same time, the increasingly com-
mon discussion of the idea began to catalyse a deeper exploration
by scientists of the long-term implications of self-replicator technol-
ogy. These developments are the subject of the following chapter.



Chapter 4

Robot Evolution and the Fate
of Humanity: Pop Culture
and Futurology in the Early
20th Century

By the turn of the twentieth century, the pace of technological
development had created a more pressing need for considering
where such progress might ultimately lead us. During this
period, the exploration of potential futures of humanity in a world
shared with self-reproducing, evolving machines was attracting a
wider audience. Where Butler, Marshall and Eliot had led in
considering these ideas in the late nineteenth century, others soon
followed. In this chapter we discuss novels, sci-fi and other litera-
ture that explored self-reproducing machines in the early twentieth
century, and we also cover speculative scientific work from this
period. These works demonstrate the wider discussion of such
ideas across society, and show that the current popularity of
debates about advanced AI and AGI (e.g. [175, 134, 29, 284]) is
actually a continuation of a public conversation that has been in
progress for over a hundred years.

4.1 Literary Work

The growing popularity of the dystopian genre in early twentieth
century literature was fuelled in part by a fear of how technol-
ogy might negatively influence the development of human society
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[24]. Here we highlight works from the genre that involved ideas
of machine self-reproduction and evolution.

4.1.1 E. M. Forster: The Machine Stops (1909)

E. M. Forster’s short story The Machine Stops [115] was his only
work of science fiction. It is now regarded as a classic of dystopian
literature [107, p. 50].

The story pictures a future in which humans live underground
in personal accommodation where corporeal needs are entirely sat-
isfied by technology (the global, all-nurturing “Machine”). This
leaves them free to concentrate on intellectual development, al-
though it also renders them physically degenerate. Forster de-
scribes the Machine’s “mending apparatus” that fixes problems and
performs self-repair functions, evoking an early image of a machine
capable of self-maintenance. It is the collapse of this functionality,
brought about by the mending apparatus itself falling into disre-
pair, that brings the story to an apocalyptic end. Forster refers
in passing to the Machine evolving new “food-tubes”, “medicine-
tubes”, “music-tubes” and even “nerve-centres”, but these ideas are
not explored in detail.

As mentioned earlier (footnote 9, p. 31), Forster acknowledged
the influence of Samuel Butler in his work—the vision in The
Machine Stops of a future where an increasing dependency upon
machines leads to the degeneracy of the human body certainly
echoes some of Butler’s concerns (Sect. 3.1). Forster’s image of
self-maintaining machines sustaining human life was further de-
veloped twenty years later by John Desmond Bernal, whom we
discuss in Sect. 4.2.1.

4.1.2 Karel Čapek: R.U.R.: Rossum’s Universal Robots (1920)

Themes of machine (collective) self-reproduction are present in
Karel Čapek’s play R.U.R.: Rossum’s Universal Robots, published in
1920 and first performed in 1921 [56]. The robots1 in the play
were constructed from biochemical components and designed to
resemble humans, but lacked “superfluous” capacities such as feel-
ings or the capacity to reproduce. They were mass-produced in

1The play introduced the word “robot” into the English language.
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a factory to replace human workers with a cheaper, more produc-
tive alternative. The majority of the factory production was carried
out by robots themselves, with only the most senior positions filled
by humans. However, the complex formula for manufacturing the
key “living material” was a closely-guarded secret, recorded by the
factory’s founder (Rossum) before his death and kept in a safe to
prevent it from falling into the hands of competitors or the robots
themselves.

One of the scientists in the factory experiments in making robots
with more human-like feelings such as pain and irritability, but this
leads to unintended and ultimately disastrous consequences when
the robots come to despise their human masters and rise up against
them. This, coupled with an unexplained crash in the human birth
rate, leads to a stand-off where the robots surround the factory
and the people within it, who are now the only surviving humans
in the world. The humans realise that their only bargaining chip is
the document that explains Rossum’s formula, without which the
robots would be unable to produce more of themselves and would
therefore die out as a race as members of the current population
fall into disrepair.

The climax of the play thus revolves around a struggle for the
ownership of the written instructions that would allow the robots
to collectively produce more of themselves—a struggle for the own-
ership of the robot’s DNA, as it were.2 This idea of the collective
reproduction of a society of robots reflects some of Butler’s earlier
ideas expressed in Erewhon (Sect. 3.1).

4.1.3 Early American Science Fiction (1920s–1950s)

The appearance of American pulp science fiction magazines in the
1920s, and their growing popularity over the decades that fol-
lowed, provided a medium in which many writers explored the
idea of self-reproducing robots and evolving machines.3

2As it turns out in the play, this bargaining strategy of the humans comes to
nothing when they realise that Rossum’s document has already been destroyed. The
play ends when the last remaining human, Alquist, meets two robots who seem to
have developed the capacity for love and human-like reproduction, thereby giving
hope that although the human race is about to die out, human-like life will continue.

3Some of the stories mentioned in this section are reprinted in [9]. Scans of
most of the original publications are also available (for the purposes of private
study, scholarship and research) from the Luminist Archives website at http://www.
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Perhaps the first example in this genre was the British writer S.
Fowler Wright’s story Automata, published in the American maga-
zine Weird Tales in 1929 [313] (see Fig. 4.1). With echoes of Butler
(Sect. 3.1), the story extrapolates the observed accelerating pace
of technological development of the time into the far future, to a
point when machines no longer rely on humans to service them.
The machines become not only self-reproducing, but also able to
design their own offspring. This ultimately leads to a complete
takeover by machines and the extinction of the human race. The
story views the takeover by machines as the inevitable next stage
of evolution: similar to Butler’s work, it suggests that the only way
this could have been avoided was by “a war sufficiently disastrous
to destroy the world’s machinery and the conditions which could
produce it” [313, p. 343]. As with Butler’s and Eliot’s work be-
fore it, the plot of Automata sounds a warning of the unpredictable
long-term consequences of machine evolution:

Even in the early days of the Twentieth Century man had stood
in silent adoration around the machines that had self-produced a
newspaper or a needle . . . And at that time they could no more
have conceived what was to follow than the first ape that drew the
sheltering branches together could foresee the dim magnificence
of a cathedral dome.

S. Fowler Wright, Automata, 1929 [313, p. 344]

Three years later, in 1932, the influential American sci-fi writer
and editor John W. Campbell published The Last Evolution [54],
which also anticipated the eventual replacement of the human
race by self-reproducing and self-designing machines.4 However,
Campbell’s story is more optimistic than Wright’s, foreseeing a pe-
riod where humans live in peaceful and co-operative coexistence
with intelligent machines, with human creativity complementing
machine logic and infallibility. The end of the human race comes
not at the hands of the intelligent machines, but when a species
from another solar system invades Earth. The invasion prompts
the machines to design a new super-intelligent machine to thwart
the attack, and this itself spawns further rounds of creation of more

luminist.org/archives/SF/.
4As a student at MIT, Campbell had been taught by Norbert Wiener [139, p.

336], whose interest in self-reproduction within the field of cybernetics we describe
in Sect. 5.5.
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Figure 4.1: Image from the front page of S. Fowler Wright’s sci-fi story
Automata [313], published in 1929.

sophisticated machines—the final instantiation of which succeeds
in repelling the invaders but is ultimately the only surviving species
on Earth. Earlier in the story, the last two surviving humans con-
sole themselves while contemplating their fate:

I think . . . that this is the end . . . of man . . . But not the end of
evolution. The children of men still live—the machines will go
on. Not of man’s flesh, but of a better flesh, a flesh that knows no
sickness, and no decay, a flesh that spends no thousands of years
in advancing a step in its full evolution, but overnight leaps ahead
to new heights.

John W. Campbell, The Last Evolution, 1932 [54, p. 419]

Campbell’s vision of a complementary coexistence of humans
and intelligent machines is replaced by a darker image in his 1935
story The Machine (written under the pseudonym Don A. Stuart)
[55]. In the story a human-like race on a planet named Dwranl5

design a thinking machine that is set the task of making better
versions of itself. The outcome is a machine that takes care of

5The name being a near-anagram of Darwin.
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all of the race’s basic needs. However, this ultimately leads to the
degeneration of the race’s intelligence, civility and its ability to look
after itself—a similar fate to those described by Butler in Erewhon
(Sect. 3.1), by Eliot in Impressions (Sect. 3.3) and by Forster in The
Machine Stops (Sect. 4.1.1). The machine decides that its presence
has become detrimental to the planet’s inhabitants, for they are not
engaging with it appropriately, but instead treating it like a god; it
therefore resolves to leave the planet so that they can learn to live
independently once more.

Laurence Manning’s The Call of the Mech-Men (1933) [197] also
mirrors ideas first aired by Butler over sixty years earlier. Two ex-
plorers discover a group of extraterrestrial robots who have been
living in underground caverns on Earth since their spaceship was
damaged many tens of thousands of years earlier. The robots are
amused when they hear of humankind’s view of itself as master of
its technology, remarking (in their stilted English): “Machine gets
fed and tended under that belief! Human even builds new ma-
chines and improves year by year. Machines evolving with humans
doing all work!” [197, p. 381].

Recurring themes of machine evolution and self-reproduction
are seen in various stories over the following years. In Robert
Moore Williams’ Robots Return (1938), three robots from a faraway
planet travel to Earth in search of information about the origins of
their ancestors many thousands of years earlier [312]. To their sur-
prise, they discover that they were originally designed by humans,
and had been sent into space to accompany their creators in escap-
ing a dying Earth. The humans did not survive the mission, but the
robots did, settling upon a distant world; there, they reproduced
and ultimately evolved into their current state.6 Another tale of
robots outliving their designers is Joseph E. Kelleam’s Rust (1939),
set on a post-apocalyptic Earth where human-designed robots have
survived after humankind has been wiped out [160]. The robots
try to design and build more of their kind before they succumb to
erosion, but ultimately fail in their attempts. One further example
is A. E. van Vogt’s M 33 in Andromeda (1943), in which a space-
ship of human explorers overcome an extraterrestrial intelligence
the size of a galaxy by constructing a self-reproducing torpedo-

6Lester del Ray later wrote a prequel to Robots Return, called Though Dreamers
Die [80].
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manufacturing machine [299].

The most explicit exploration of machine self-reproduction and
evolution in early science fiction is Philip K. Dick’s Second Variety
(1953) [85]. The story is set on Earth at the end of a long-running
war between East and West, in which Western forces are driven to
design killer robots to turn the tide on the battlefield. The robots
are highly autonomous, with each generation gaining more so-
phisticated powers including self-repair and self-manufacture. The
robots eventually become too dangerous for the human design-
ers to be near, and are left to reproduce by themselves. Like the
machines in Wright’s Automata and Campbell’s The Last Evolution,
the robots in Second Variety eventually develop the ability to design
their own offspring, and increasingly sophisticated and human-like
species of killer robots begin to emerge. Echoes of these earlier
stories are also seen when one of the human characters remarks
“It makes me wonder if we’re not seeing the beginning of a new
species. The new species. Evolution. The race to come after man”
[85].

Themes of machine self-repair, self-reproduction and evolution
were central to various subsequent works by Dick. Another notable
example is his 1955 short story Autofac [86], which ends with a
vision of the seeds of self-reproducing manufacturing plants being
launched into space.

Other sci-fi works from the 1950s featuring self-replicating ma-
chines include Robert Sheckley’s 1955 short story The Necessary
Thing [260], and Anatoly Dneprov’s 1958 Russian work Kraby Idut
po Ostrovu [89] (later published in English in 1968 as Crabs on
the Island [90]). Dneprov’s story has echoes of Dick’s Second Va-
riety, featuring small self-replicating robots designed as weapons.
The robots are set loose on a desert island to compete against each
other in an evolutionary arms race to produce ever more effec-
tive weapons. The experiment works, but not in the way that the
machine’s inventor had envisaged—he is eventually killed by one
of the evolved machines (see Fig. 4.2).

Sources of further commentary on themes of robots and com-
puters in early science fiction include [306] and [182]. Further
substantial development of these themes was made during the
1960s—we provide references to some of the most distinguished
of these later works in Chap. 6.
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Figure 4.2: Images taken from the original Russian version of Anatoly
Dneprov’s Kraby Idut po Ostrovu (Crabs on the Island) [89], published in
1958. From left to right, the images show three successive stages of the
plot, from the inventor’s arrival on the island with colleagues and their
release of a single manufactured self-reproducing crab (along with “food”
of various types of metal to be distributed around the island), to an evolu-
tionary arms race developing among the growing crab population, to the
eventual murder of the inventor by a large evolved crab that has noticed
the valuable metal in his false teeth.

4.2 Scientific Speculation in the Early 1900s

Beyond these works of literature, the early twentieth century also
saw continued speculations from the academic community on the
long-term implications of machine self-reproduction and evolution.
Here we look at the most notable example of this kind, written by
the eminent British scientist J. D. Bernal.7

7We note in passing that the idea of self-reproducing machines was also touched
upon—in a different context—by the respected American biogerontologist Ray-
mond Pearl in his 1922 monograph The Biology of Death [232]. Emphasising that
natural selection “makes each part [of an organism] just good enough to get by”,
he continues: “The workmanship of evolution, from a mechanical point of view, is
extraordinarily like that of the average automobile repair man. If evolution hap-
pens to be furnished by variation with fine materials, as in the case of the nervous
system, it has no objection to using them, but it is equally ready to use the shoddiest
of endoderm provided it will hold together just long enough to get the machine by
the reproductive period” [232, p. 148]. This being the case, it is “conceivable that
an omnipotent person could have made a much better machine, as a whole, than
the human body which evolution has produced, assuming, of course, that he had
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4.2.1 J. D. Bernal: The World, The Flesh and the Devil (1929)

John Desmond Bernal (1901–1971) conducted pioneering work
on structural crystallography, and supervised the PhDs of two fu-
ture Nobel laureates (Max Perutz and Dorothy Hodgkin) [145, 37].
Later in his career he also became interested in the origins of life
[25]. In addition to his experimental science, he authored many
works on history, science and society.

Bernal’s first monograph—“The World, the Flesh and the Devil:
An Enquiry into the Future of the Three Enemies of the Rational
Soul” [26]—was perhaps his most futuristic writing.8 In it, he
discusses how one might examine the far future of humanity in
a scientifically defensible way. Bernal begins by sign-posting the
methodological and intellectual dangers to be avoided in such an
endeavour, and discussing the unavoidable limitations. Keeping
these issues in mind, he proceeds to explore what might be said
of the three major kinds of struggle facing humanity: against the
forces of nature and the laws of physics in general (“the world”);
against biological factors including ecology, food, health and dis-
ease (“the flesh”); and against psychological factors including de-
sires and fears (“the devil”).

Writing before the advent of space travel, atomic energy or
computers, Bernal first tackles how humankind might overcome
the challenges that arise from the material world. He argues that
limitations of land and energy in the world will eventually compel
us to colonise space: “On earth, even if we should use all the solar
energy which we received, we should still be wasting all but one
two-billionths of the energy that the sun gives out. Consequently,
when we have learnt to live on this solar energy and also to eman-
cipate ourselves from the earth’s surface, the possibilities of the
spread of humanity will be multiplied accordingly” [26, p. 22]. Af-
ter discussing plausible technologies for powering a spaceship to
escape the Earth’s gravitational field and then to travel in space,
he goes on to imagine how humans might set up permanent space
colonies.

Bernal proposes a “spherical shell ten miles or so in diame-

first learned the trick of making self-regulating and self-reproducing machines, such
as living machines are” [232, p. 148].

8Arthur C. Clarke later described it as “the most brilliant attempt at scientific
prediction ever made” [63, p. 410].
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ter” [26, p. 23] which could provide a habitable environment for
twenty or thirty thousand inhabitants. After discussing how the
construction of a sphere might be bootstrapped from a basic de-
sign built largely of materials mined from an asteroid, Bernal con-
tinues with a description of the organisation of a mature sphere.
It is imagined as “an enormously complicated single-celled plant”
[26, p. 23] with a protective “epidermis”, complete with regener-
ative mechanisms to protect against meteorites, mechanisms for
the capture of meteoric matter to be used as raw material for the
growth and propulsion of the sphere, systems for energy produc-
tion from solar energy, stores for basic goods such as solid oxygen,
ice and hydrocarbons, and mechanisms for the production and dis-
tribution of food and mechanical energy. The sphere would also
have mechanisms for recycling all waste matters, “for it must be
remembered that the globe takes the place of the whole earth and
not of any part of it, and in the earth nothing can afford to be
permanently wasted” [26, p. 25].

The inhabitants of these globes in space would not be isolated,
but would be in wireless communication with other globes and
with the Earth. In addition, there would be a constant interchange
of people between the globes and the Earth via interplanetary trans-
port vessels. Having set out how the globes might function to sus-
tain life as “mini-earths”, Bernal imagines a yet more ambitious
scenario:

However, the essential positive activity of the globe or colony
would be in the development, growth and reproduction of the
globe. A globe which was merely a satisfactory way of continuing
life indefinitely would barely be more than a reproduction of ter-
restrial conditions in a more restricted sphere.

J. D. Bernal, The World, The Flesh and the Devil, 1929
[26, p. 27]

Hence, the globe is conceived of as a fully self-maintaining and
self-reproducing unit akin to a living organism.9 Bernal discusses
various ways in which a globe might construct another globe:

9To apply a modern term first introduced by the biologists Humberto Maturana
and Francisco Varela to describe living systems, we might describe the globe as an
autopoietic organisation [199].
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. . . either by the crustacean-like development in which a new and
better globe could be put together inside the larger one, which
could be subsequently broken open and re-absorbed; or, as in the
molluscs, by the building out of new sections in a spiral form; or,
more probably, by keeping the even simpler form of behavior of
the protozoa by the building of a new globe outside the original
globe, but in contact with it until it should be in a position to set
up an independent existence.

J. D. Bernal, The World, The Flesh and the Devil, 1929
[26, p. 27]

Once the globes have become equipped with the capacity for
self-reproduction, Bernal further envisages how an evolutionary
pressure to explore might arise among a population of globes:

As the globes multiplied they would undoubtedly develop very
differently according to their construction and to the tendencies
of their colonists, and at the same time they would compete in-
creasingly both for the sunlight which kept them alive and for
the asteroidal and meteoric matter which enabled them to grow.
Sooner or later this pressure . . . would force some more adven-
turous colony to set out beyond the bounds of the solar system.

J. D. Bernal, The World, The Flesh and the Devil, 1929
[26, p. 29]

The enormous challenges that would be faced in travelling in-
terstellar distances are addressed, but Bernal argues that such a vi-
sion is nevertheless reasonable to consider: “once acclimatized to
space living, it is unlikely that man will stop until he has roamed
over and colonized most of the sidereal universe, or that even this
will be the end. Man will not ultimately be content to be parasitic
on the stars but will invade them and organize them for his own
purposes” [26, p. 30].

Moving next to the possibilities of how our own bodies might
develop in the distant future, Bernal imagines that humankind
will increasingly replace and augment body parts with synthetic
alternatives—a vision previously explored by Butler (Sect. 3.1) and
H. G. Wells (Sect. 3.4) among others.

Turning to the activities such advanced beings might pursue,
Bernal suggests that, among other important scientific questions,10

10However, Bernal did not see the future intellectual development of humanity
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Figure 4.3: Concept art depicting the construction of a Bernal Sphere
by Don Davis, prepared for the 1975 NASA Summer Study on Space
Settlements [154]. This image is from a collection of art associated
with the study. The full collection is available online at https://
settlement.arc.nasa.gov/70sArt/art.html
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there would surely be intensive further study of life processes, and
the creation of synthetic life. However, “the mere making of life
would only be important if we intended to allow it to evolve of
itself anew . . . [however] artificial life would undoubtedly be used
as ancillary to human activity and not allowed to evolve freely ex-
cept for experimental purposes” [26, p. 45].11

Bernal’s vision of the relationship between the future evolution
of humans and machines is more symbiotic than the futures imag-
ined by Forster and Čapek: “Normal man is an evolutionary dead
end; mechanical man, apparently a break in organic evolution, is
actually more in the true tradition of a further evolution” [26, p.
42]. This perspective is more in line with the ideas expressed by
Butler in Lucubratio Ebria (Sect. 3.1), and with those of sci-fi au-
thors such as John W. Campbell (Sect. 4.1.3). Bernal suggests that
the main barriers towards progress in these areas would arise from
human psychology—in addition to having the desire for progress,
we must also “overcome the quite real distaste and hatred which
mechanization has already brought into being” [26, p. 55].12 Var-
ious ways in which such barriers may be overcome are suggested,
but Bernal does not discount the alternative possibility that we ul-
timately find ways of living a simpler yet more satisfying life that
is not occupied by science or art but more at one with nature.13

He also considers a third possibility—“the most unexpected, but
not necessarily the most improbable” [26, p. 56]—that the future

resting on science alone: “just as all the branches of science itself are coalescing into
a unified world picture, so the human activities of art and attitudes of religion may
be fused into one whole action-reaction pattern of man and reality” [26, p. 54] (a
similar idea was later explored by the philosopher John Macmurray [195, ch. 10]).

11In this section of the text, Bernal refers to an essay published in 1927 by the
Scottish physicist L. L. Whyte, entitled Archimedes, or The Future of Physics [309].
In the context of examining the convergence of the sciences of physics, biology and
psychology in the study of life, Whyte discusses approaches to creating synthetic life
using chemical components. He argues that higher-level intelligence would have to
be evolved rather than designed, and estimates minimum times that might be re-
quired to achieve various evolutionary outcomes (ranging up to one million years
for mammalian-level intelligence). Whyte—regarded as a maverick by some [310,
p. ix]—proposes the establishment of an International Institute for Evolutionary Re-
search to oversee such a massively long-term synthetic evolutionary study of living
systems [309, pp. 47–65].

12Such feelings, Bernal says, are a natural result of the fact that “[t]he human
mind has evolved always in the company of the human body” [26, p. 60].

13In contrast to Butler (Sect. 3.1), who suggested that mankind was already past
the point of no return in technology to allow such a reversal.



54 Tim Taylor and Alan Dorin

evolution of humanity might diverge, with one race following the
natural path and another race following the intellectual and tech-
nological path.

Nearly fifty years after the publication of The World, The Flesh
and the Devil, Bernal’s idea of a space globe inspired one of the
concepts for human space colonies developed during a 1975 NASA
Summer Study on Space Settlements (see Fig. 4.3). The concept
was named the “Bernal sphere” in honor of his work [154, p. 48].

4.2.2 The Widening Impact of Ideas

The work described in this chapter, both by sci-fi authors and by
scientists, brought the idea of machine self-reproduction and evo-
lution to a wider audience. While scientists paid closer attention
to theory and to practical details, that is not to say that the ideas
set out in the literary works covered above were not also taken
seriously. In particular, Čapek’s play R.U.R. became internationally
well known and influential within a few years of its release [57,
p. 9]—Winston Churchill, for example, referred to it in his 1931
essay Fifty Years Hence, in which he discussed what could be said
of how the world might develop in the coming decades [61].14

Another sci-fi author from the period whose work attracted
widespread attention was Olaf Stapledon. His 1937 novel Star
Maker [270] featured an extensive further exploration of the pos-
sibilities for humanity’s descendants living on self-sustaining artifi-
cial planets, as originally proposed by Bernal.15 Stapledon’s work
was admired by figures as diverse as Winston Churchill, Arthur C.
Clarke, Freeman Dyson and Virginia Woolf.16

14Churchill’s essay also echoed some of the themes raised by Butler (Sect. 3.1),
such as the pace of technological development having progressed so far that
“Mankind has gone too far to go back, and is moving too fast to stop” [61]. Churchill
recognised, as did Bernal before him, that the human mind might struggle to keep
up with the rate of development of technology. But in contrast to Bernal (whose
work looked over far longer horizons), Churchill thought the solution was not for
us to overcome our distaste of mechanization, but to nurture “an equal growth in
Mercy, Pity, Peace and Love, [without which] Science herself may destroy all that
makes human life majestic and tolerable” [61].

15However, Stapledon did not explore the possibilities of self-reproduction of the
globes, as Bernal had done.

16For details, see Gregory Benford’s foreword in the SF Masterworks edition of
Stapledon’s Last and First Men [271], and the quotes at the start of the SF Master-
works edition of Star Maker [272].
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* * *

As we have seen, the early decades of the twentieth century
saw an increasingly wide-spread discussion of evo-replicator tech-
nology in fictional literature, accompanied by a pioneering, more
scientifically-grounded discussion by J. D. Bernal of its potential
implications for the far future of humanity. This set the stage for
the work of the mid-twentieth century we are about to discuss
in the next chapter, which saw a rapid proliferation of contribu-
tions from scientists. Along with more detailed theoretical discus-
sions of the potential uses of this technology, the mid-twentieth
century also saw the first rigorous work on a design theory for
self-reproducing machines, and the first implementations of self-
replicator systems in software and in hardware. This period there-
fore marks the attainment of the third and final step in the his-
tory thus far of the intellectual development of thought about self-
replicators (Sect. 1.6). It is to these groundbreaking developments
that we now turn.
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Chapter 5

From Idea to Reality:
Designing and Building
Self-Reproducing Machines
in the Mid-20th Century

Alan Turing’s development of a theory of universal computation in
the 1930s [293], followed by the appearance of the first digital
computers in the 1940s, allowed people to experiment with pro-
cesses of logical self-reproduction—that is, self-reproduction im-
plemented in software without the extra difficulties entailed by
physical self-reproduction. The 1940s and, in particular, the 1950s
saw the emergence of the first rigorous theoretical work on the
design of self-reproducing machines, and of the first implementa-
tions of artificial self-reproducing systems in software (logical self-
reproduction) and in hardware (physical self-reproduction).

We have now reached the point where some (but certainly not
all) of this work has been widely covered in other publications.1 In
this chapter, we review the most significant developments during
this period. We begin by looking at John von Neumann’s contribu-
tions to the theory of the subject (Sect. 5.1.1); although this is cov-
ered in other reviews, we include it because of its significance, be-
cause some other reviews do not emphasise von Neumann’s inter-
est in the evolutionary potential of his self-reproducing machines,2

and so that we can present it in the context of what came before

1In Chap. 6 we provide references to the most significant of these other reviews.
2See [203] for an insightful discussion.
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and afterwards. We also highlight other work that has not been so
widely discussed, such as the pioneering experiments in software
evolution by Nils Aall Barricelli (Sect. 5.2.1), Konrad Zuse’s early
thoughts about the design and application of self-reproducing ma-
chines (Sect. 5.4.2) and Andrei Kolmogorov’s lectures and writing
on the subject (Sect. 5.5). Furthermore, while the work of oth-
ers discussed in this section—such as Lionel Penrose (Sect. 5.3.1)
and Homer Jacobson (Sect. 5.3.2)—has been reported elsewhere,
we provide some additional technical and biographical details that
have not been highlighted in other reviews.

As we mentioned at the start of the book (Sect. 1.3), the work of
this period sees the emergence of a third flavour of self-replicator;
in addition to continued interest in standard-replicators and evo-
replicators, we observe the introduction of the idea that a self-
reproducing machine could be used as a general-purpose man-
ufacturing machine—a maker-replicator. This concept was first
seen in von Neumann’s work as part of his design theory for self-
replicators.

5.1 Theory of Logical Self-Reproduction

The initial development of a theoretical basis for the design of
self-reproducing machines in this period was due almost single-
handedly to the Hungarian-American scientist John von Neumann
in the late 1940s and early 1950s. In the later 1950s and early
1960s there were also contributions from the field of cybernetics,
which we summarise in Sect. 5.5. However, these were far less
substantial and influential than von Neumann’s work.

5.1.1 John von Neumann (1948)

By the late 1940s, von Neumann (1903–1957) had become inter-
ested in developing general principles for the design of immensely
complex machines that could tackle pressing scientific and engi-
neering problems. Looking for inspiration in biology, he devel-
oped a particular interest in the capacity of biological organisms
for self-reproduction, and in the observed evolutionary increase in
complexity of some organisms over time. He saw self-reproduction
and evolution as a means to an end—to produce complex automata
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that could solve real problems—rather than an end in itself [303,
p. 92].

Noting that some processes (e.g. crystal growth) display a triv-
ial kind of self-reproductive ability, von Neumann clarified that the
kind of self-reproduction process of interest in his work must have
“the ability to undergo inheritable mutations as well as the ability
to make another organism like the original” [303, p. 86]. In other
words, an important aspect of his research was the development
of design principles for evo-replicators. But his focus was more
specific than the design of evo-replicators in general; in addition
to being able to evolve, his self-reproducing machines would need
the ability to perform other arbitrary operations, and the complex-
ity of these operations should be able to increase each time the
machine reproduced, to eventually generate machines capable of
solving difficult problems.

By 1948 von Neumann had already proposed a general abstract
architecture that might be used to address the problem [302]. His
solution was inspired by Alan Turing’s work on universal comput-
ing machines [293],3 but he modified Turing’s design such that
the input and output operations acted upon structures composed
of the same materials out of which the machine itself was com-
posed [303, pp. 75–76]. Von Neumann’s machine could therefore
construct other machines as part of its operation.

Von Neumann discussed the level at which the individual parts
of the architecture should be defined:

by choosing the parts too large, by attributing too many and too
complex functions to them, you lose the problem at the moment
of defining it. . . . One also loses the problem by defining the
parts too small . . . In this case one would probably get completely
bogged down in questions which, while very important and inter-
esting, are entirely anterior to our problem. . . . So, it is clear that
one has to use some common sense criteria about choosing the
parts neither too large nor too small.

John von Neumann, 1949 [303, p. 76]

He envisaged a universal construction machine that consisted
of three subcomponents: a building unit, a copying unit and a

3Subsequent authors have also discussed the connection between von Neu-
mann’s design and Kleene’s Recursion Theorem (see, e.g., [59, pp. 28–29], [157,
pp. 367–371]).
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control unit. The building unit, when fed an information tape bear-
ing an encoded description of the design of an arbitrary machine,
would build that machine from the description; the copying unit,
when fed an information tape, would produce a second copy of the
tape; the control unit would coordinate the actions of the other two
units.

Von Neumann showed that if this universal construction ma-
chine was fed an encoded description of itself, the result was a self-
reproducing machine (see Fig. 5.1). The fundamental aspect of the
design, which circumvented a potential infinite regress of descrip-
tion, was the dual use of the information tape—to be interpreted
as instructions for creating a duplicate machine (by the building
unit) and to be copied uninterpreted for use in the duplicate (by
the copying unit).4

In addition to self-reproduction, the design also satisfied von
Neumann’s requirement that the machines should be able to per-
form other tasks of arbitrary complexity. He showed how such ma-
chines could produce offspring capable of performing more com-
plex tasks than their parents, and how such increases in complexity
could come about through heritable mutations to the information
tape. Hence, these kinds of machines have the potential to par-
ticipate in an evolutionary process leading to progressively more
complex machines which could perform arbitrary tasks in addition
to self-reproduction.

To summarise, it was von Neumann’s desire to create self-
reproducing machines that could perform arbitrary useful tasks
in addition to reproduction (where the complexity of these tasks
could increase over the course of evolution), coupled with his in-
spiration from Turing’s idea of a universal computing machine,
which drove him to the idea of a self-reproducing universal con-
struction machine—a maker-replicator (and indeed an evolvable
maker-replicator, or evo-maker-replicator).

Having established a general theory of the logical design of an
evo-maker-replicator, von Neumann planned to explore the topic
experimentally with the aid of a series of models [10, pp. 374–

4Von Neumann’s description of the logical design of a self-reproducing machine
can equally be applied to the reproductive apparatus of biological cells. However,
although his work pre-dated the unravelling of the details of DNA replication by
some years, it had little impact on developments in genetics and molecular biology
[33, pp. 32–36].
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Figure 5.1: Schematic of von Neumann’s design for a universal construc-
tion machine capable of self-reproduction and evolution. The machine in
the lower part of the image has been supplied with a description of its
own design on its information tape. It is shown in the process of using this
information to construct a copy of itself and of the information tape, as
shown in the upper part of the image.

381].5 The first of these was the so-called “cellular model” based
upon a simple two-dimensional grid of squares (cells) in which, at
any given time, each square could be in one of a small number of
possible states.6 The other models had been planned to progres-

5Arthur W. Burks, who edited von Neumann’s posthumously published book
Theory of Self-Reproducing Automata, commented that von Neumann “intended to
disregard the fuel and energy problem in his first design attempt. He planned to
consider it later” [303, p. 82].

6The cellular model was based upon a Cellular Automaton (CA) design, which
von Neumann had conceived with his colleague Stanislaw Ulam, and is the first
work to use the now-popular CA formalism. Von Neumann had originally con-
ceived of a more complex “kinematic model”, but Ulam observed that a discrete
model would be more analytically tractable [10, p. 375]. In Ulam’s biography, he
himself recalls informal discussions that he had with Stanislaw Mazur of the Lwów
Polytechnic Institute in 1929 or 1930 on “the question of the existence of automata
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sively move away from discrete models to ones with more “lifelike”
properties such as continuous dynamics and probabilistic opera-
tion. Von Neumann emphasised that the design of the machines
would depend critically upon the nature of their environment: “it’s
meaningless to say that an automaton is good or bad, fast or slow,
reliable or unreliable, without telling in what milieu it operates”
[303, p. 72]. Studying self-reproduction in a series of progressively
more complex environments was therefore a sensible approach.

Before his early death in 1957, von Neumann was only able to
produce a detailed design for the first of these, the cellular model.
Despite the ingenuity of the design, to actually implement it on
a computer was far beyond the available computational power of
the time. Just a single machine and information tape bearing an
encoded description of the machine would require approximately
200,000 cells [161, p. 66]; to simulate the production of just one
offspring would require at least double that number. Indeed, the
first implementation of the cellular model (with some simplifica-
tions) did not appear for another forty years [238], followed by
several more recent versions—an example is shown in Fig. 5.2.

Von Neumann’s ideas soon spread beyond the scientific commu-
nity, and by the mid-1950s they were the topic of articles in popular
science magazines (e.g. [161]7). However, despite its very sub-
stantial achievements, the work only partially addressed the prob-
lems involved in designing physical self-reproducing machines. In
particular, the work did not address issues regarding fuel and en-
ergy, nor did the architecture include any kind of self-maintenance
system—the basic machine as presented would be very susceptible
to any kind of external damage from the environment. We return
to these issues of extending von Neumann’s design to handle real-
world self-reproduction in Sect. 7.3.1.

The universal construction machine is like a massively complex
Lego kit where the instruction manual is also built from Lego, and
where the kit can read, execute and copy the manual itself. How
such a kit might originally come about was not part of the prob-
lem addressed by von Neumann. However, if such a kit did exist,

which would be able to replicate themselves, given a supply of some inert material”
[297, p. 32].

7By arrangement with von Neumann [303, p. 95], Kemeny’s article [161] was
based upon lectures that von Neumann had delivered at Princeton University in
1953 and upon parts of the manuscript for [303].
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Figure 5.2: Image from a recent full implementation of a self-reproducing
automata based upon von Neumann’s design. This version, from 2008,
employs Renato Nobili and Umberto Pesavento’s universal constructor de-
sign with tape design by Tim Hutton, and is implemented in the Golly
cellular automata software (http://golly.sourceforge.net/).

then it could operate and evolve purely on a diet of elementary
Lego bricks—the complexity of its operation is due mostly to the
organisation of the machine and to the information contained in
the instruction manual, rather than the individual bricks. We will
return to the question of origins—of how complex self-reproducing
systems might arise in an environment in the absence of an origi-
nal designer—in Sect. 7.3. Von Neumann restricted himself to the
following remarks on the topic:

. . . living organisms are very complicated aggregations of ele-
mentary parts, and by any reasonable theory of probability or
thermodynamics highly improbable. That they should occur in
the world at all is a miracle of the first magnitude; the only thing
which removes, or mitigates, this miracle is that they reproduce
themselves. Therefore, if by any peculiar accident there should
ever be one of them, from there on the rules of probability do not
apply, and there will be many of them, at least if the milieu is rea-
sonable. But a reasonable milieu is already a thermodynamically
much less improbable thing. So, the operations of probability
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somehow leave a loophole at this point, and it is by the process
of self-reproduction that they are pierced.

John von Neumann, 1949 [303, p. 78]

Freeman Dyson, whose contributions to the subject we discuss
in Sect. 6.3, summarised the significance of von Neumman’s work
as follows:

Von Neumann believed that the possibility of a universal automa-
ton was ultimately responsible for the possibility of indefinitely
continued biological evolution. In evolving from simpler to more
complex organisms you do not have to redesign the basic bio-
chemical machinery as you go along. You have only to modify
and extend the genetic instructions. Everything we have learned
about evolution since 1948 tends to confirm that von Neumann
was right.

Freeman Dyson, 1979 [96, p. 196]

Von Neumann’s contribution to the theory of self-reproducing
machines has been hugely influential in later work on the topic. We
provide an overview of these more recent developments in Chap. 6.

5.2 Realisations of Logical Self-Reproduction

Beyond von Neumann’s development of a theoretical basis for the
the design of evo-maker-replicators, the 1950s also saw the first
work in actually building artificial self-reproducing machines, both
in software and hardware. These projects took a very different
approach to the subject, building standard-replicators or evo-
replicators using simple elementary units that could combine to
form self-reproducing configurations. In contrast to von Neumann,
the authors of these projects were motivated (at least in part) by
questions concerning the origin of life on Earth.

5.2.1 Nils Aall Barricelli (1953)

The story of Nils Aall Barricelli (1912–1993) is remarkable in many
ways. To summarise what we will discuss below, in 1953 he
became the first person to perform experiments in logical self-
reproduction and artificial evolution on computers. His interest
in achieving ongoing, open-ended evolution of progressively more
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complex digital organisms, and his conviction that he was
instantiating, rather than merely simulating, evolutionary processes
in a computational medium, place his research firmly within the
present-day scientific discipline of Artificial Life.8 Yet, despite his
pioneering achievements, he is still relatively unknown even within
the contemporary ALife community, where he might justifiably be
regarded as one of the founding fathers of the field.9

Born in Rome to an Italian father and Norwegian mother, Bar-
ricelli moved to Norway in 1936 at the age of 24.10 He took
up a lecturing position in physics at the University of Oslo, al-
though he maintained a wide range of academic interests through-
out his life. By the late 1940s, he had become interested in the
theory of symbiogenesis, introduced in the early twentieth century
by the Russian botanists Konstantin Merezhkovsky and Boris Kozo-
Polyansky [173, 174]. According to this theory, “the genes [of a
cell] . . . spring from originally independent virus or virus-like or-
ganisms” [16, p.74].

Having performed some initial simulation experiments of the
theory by hand on graph paper, Barricelli saw the potential for run-
ning greatly expanded experiments on an electronic computer. He
successfully applied to join von Neumann’s group at the Institute
for Advanced Studies in Princeton as a visiting researcher, where
he would have access to the group’s recently-built computer, the
“IAS Machine.” Upon his arrival in January 1953, Barricelli worked
night-shifts when the machine was free from its daytime employ-
ment on national defence-related work. He conducted a series of
experiments in 1953 and during subsequent return visits in 1954
and 1956 [15, p. 88].

Barricelli was interested in studying the simplest possible sys-
tems that could display evolutionary processes leading to “the for-
mation of organs and properties with a complexity comparable to

8As mentioned in Sect. 1.4, the study of open-ended evolutionary systems has
attracted significant renewed interest within the Artificial Life and AI communities
within the last few years [281, 269, 226]. See Sect. 6.1 for further discussion of
this topic.

9Furthermore, in 1963 he proposed early ideas for what is now known as DNA
computing [16, pp. 121–122]. In recent years, Barricelli’s work has started to re-
ceive slightly more coverage in the academic literature (e.g. [112, 121]), in books
(e.g. [97, 98]) and in magazine articles (e.g. [120, 130]).

10Sources of biographical details in this paragraph and the next include [98, pp.
225–228] and [121, pp. 29–31].
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those of living organisms” [15, p. 73]. He therefore assumed that
the individual elements in his systems were already equipped with
some capacity for self-reproduction. This was in sharp contrast to
von Neumann’s work, which aimed to understand how that capac-
ity might be built into a system composed of individual elements
that were not themselves self-reproducing. We will discuss the dif-
ference between these two approaches in more detail in Sect. 7.3.

Barricelli’s experiments were conducted in a virtual one-
dimensional world—a strip of discrete square units updated in dis-
crete time steps. Each square in the world could either be empty
(represented by the value 0) or occupied by a small positive or neg-
ative non-zero integer.11 The state of a square at the next time step
was determined by its state at the current time step together with
the state of its neighbours. The exact details of this mapping were
determined by the system’s update rule.

By exploring a series of different update rules, Barricelli
observed the emergence of progressively more complex forms of
behaviour.12 His earliest hand-drawn simulation experiments
involved update rules that implemented what he described as the
bare necessities of a Darwinian evolution process, such that
individual numbers in his one-dimensional world were (1) self-
reproducing and (2) capable of undergoing heritable mutation [15,
p. 71]. Specifically, if a square contained a non-zero integer n at
time t, then at time t+1 the same integer n would also be copied
into the square n places to the left or right of the original, depend-
ing on whether it was positive or negative. If two integers tried
to reproduce into the same square, then a different integer was
placed in the square, thereby introducing a mutation into the sys-
tem (Barricelli experimented with various rules for deciding what
the mutated integer should be).

11The design was a kind of one-dimensional cellular automaton (see footnote 6,
p. 61), considerably simpler than the two-dimensional CA employed in von Neu-
mann’s cellular model. In the experiments Barricelli conducted at IAS, the world
was a cyclic array with 512 squares, where the state of each square could lie in the
range -40 to +40 [285, p. II-83].

12Barricelli’s first results were published, in Italian, in the journal Methodos in
1954 [12], followed in 1957 by an expanded English-language version in the same
journal [13]. The most detailed presentation of his work appeared in two papers
published in the theoretical biology journal Acta Biotheoretica in 1962–63 [15, 16],
with a more condensed summary in The Journal of Statistical Computation and Sim-
ulation in 1972 [17].
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Although the system was capable of reaching a stable state
through a “process of adaptation to the environmental conditions”
[15, p. 72], Barricelli was unsatisfied with the end result: “No mat-
ter how many mutations occur, the numbers . . . will never become
anything more complex than plain numbers” [15, p. 73]. It was
apparent that something more was required beyond the basic Dar-
winian properties of reproduction and heritable mutation.

For Barricelli, the symbiogenesis theory potentially supplied the
missing ingredient. He made changes to the update rules for his
one-dimensional world such that each number could only repro-
duce with the support of a “helper” number in a specific nearby
location. The helper would also dictate the location into which the
number reproduced. In this way, reproduction in the system was
no longer at the level of “plain numbers”: if it was to happen in a
sustained manner, it now required the mutual co-operation of spa-
tially organised aggregates of numbers. Barricelli did indeed see
such aggregates emerge, and called them “numerical symbioor-
ganisms” [15, p. 80].13 His subsequent experiments on the IAS
Machine were devoted to studying their properties.

Among the general properties observed in the symbioorgan-
isms,14 Barricelli gave examples of the following: self-reproduction,
crossing, great variability, mutation, spontaneous formation, para-
sitism, repairing mechanisms and evolution [15, pp. 81–88] (see
Fig. 5.3).15 In evolution experiments which ran for thousands of

13Symbioorganisms can be viewed as examples of what have now become known
as collectively autocatalytic sets (see, e.g., [159]).

14Barricelli initially came up against the problem of the system reaching a state
of “organized homogeneity” after a few hundred generations [15, p. 88]. This
occurred when a single variety of symbioorganism had invaded the whole world and
no further change was observed. He made several attempts to avoid this behaviour,
and finally adopted a successful approach that involved two modifications to the
original design. First, he divided the world into four separate areas and used slightly
different update rules in each area, and second, he ran several different evolution
experiments in parallel, exchanging the content of subsections of the world between
two universes every 200 or 500 generations [15, p. 89]. The topic of diversity
maintenance in computational evolutionary systems is still very much a matter of
active research [70].

15Barricelli clarified his use of biological terminology at the start of the paper,
justifying his use of such terms because they “were easy to remember and [they
made] analogies with biological concepts immediately clear to the reader without
requiring tedious explanations.” However, he cautioned that “[t]he terms and con-
cepts used in connection with symbioorganisms are in no case identical to biological
concepts; they are mathematical concepts . . . ” [15, p. 70].
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(a)

(b)

Figure 5.3: Examples of (a) emergence and (b) self-reproduction of a sym-
bioorganism in Barricelli’s system described in [15]. Each row in these
figures represents the state of the one-dimensional world at a given time.
Each successive time-step of the system is plotted below the last, so the
figure shows time advancing from the top to the bottom of the plot. The
symbiogorganism that emerges in (a) is [5,-3,1,-3,_,-3,1]. The same sym-
bioorganism is then used to seed the system in the top row of (b). The
update rules used in these examples are as follows: (1) Each number n is
moved to a position n squares to the right (if n is positive) or n squares to
the left (if n is negative) in the next row; (2) If a collision occurs between
two different numbers in the new row, the square remains empty—this
is indicated by the star symbols in the second row of (a); (3) If a colli-
sion occurs between two identical numbers, that number is written once
to the square only; (4) If the new number n lands in a square which has
another number m directly above it in the preceding row, a second copy
of n is produced m squares to the right (if m is positive) or to the left (if
m is negative) of the position of the original n (this rule can be iterated if
the second copy of n also lands in a square with another number directly
above it).
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generations, successions of various dominant species of symbioor-
ganism were seen to emerge (see Fig. 5.4).16 Barricelli also per-
formed competition experiments where he pitted some of the suc-
cessful species of symbioorganisms that evolved during the runs
against each other. The results led him to conclude that “it is clear
that the ability to survive is improved by evolution” [15, p. 92].
He also noted that the phenomenon of crossing of genetic mate-
rial between different symbioorganisms appeared at an early stage
in all of his experiments, and remarked that “[t]he common idea
that living beings may have existed for a long time before crossing
mechanisms appeared is hardly consistent with a symbiogenetic
interpretation” [15, p. 93].

Having observed in his competition experiments that the sym-
bioorganisms could exhibit evolutionary improvements, Barricelli
wondered “whether it would be possible to select symbioorganisms
able to perform a specific task assigned to them” [16, p. 100]. To
investigate this question, he ran a further set of experiments on an
IBM 704 computer17 at the A. E. C. Computing Center at New York
University in 1959 and 1960 [16, p. 107].

The new experiments involved a relatively small conceptual
change—if two numbers tried to copy themselves into the same
memory location, rather than causing a mutation as in the original
experiments, the rival symbioorganisms would now compete in a
game where the result would determine which one was allowed to
occupy the contested location. The game chosen was Tac Tix,18 and
Barricelli devised a method for interpreting a specific consecutive
sixteen number sub-sequence of a symbioorganism as a strategy for
playing it [16, p. 103–106]. The symbioorganisms’ new-found abil-
ity to perform other tasks as well as reproduce was one they shared
with von Neumann’s theoretical architecture—although Barricelli’s
design was much more basic, involving a fixed interpretation of the
numbers as a strategy for a specific game, in contrast to von Neu-
mann’s interpretation machinery which was itself able to evolve

16Although he reported that in the latter stages of the runs “evolution proceeded
at a slower rate until generation 5000 when the experiment was discontinued” [15,
p. 90].

17This allowed Barricelli to use worlds of size 3072 locations—almost a six-fold
increase compared to the experiments on the IAS Machine.

18This game was described by Martin Gardner and based upon the popular game
of Nim [122].
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Figure 5.4: A sample output from a modern reimplementation of Barri-
celli’s symbioorganism experiments written by Alexander Galloway. Each
horizontal strip of the image represents the state of the two-dimensional
world at a given time. Each successive time-step of the system is plotted
below the last, so the figure shows time advancing from the top to the
bottom of the plot. The different colours represent different symbioorgan-
isms, and their rise and fall over time can be seen in the expanding and
contracting patterns they create in the plot.
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and which formed a component of a universal construction ma-
chine.

After some experimentation, the 1960 experiments yielded sev-
eral runs in which an evolutionary improvement was observed in
the fraction of symbioorganisms playing the game at a non-zero
skill level.19 Although the results were not consistent across runs,
and in at least one of the reported runs a parasite evolved which
disrupted the further improvement of the host,20 Barricelli sum-
marised the significance of the results as follows:

. . . the value of the results presented does not primarily rest on
the possibilities for practical applications, but on their biotheo-
retical significance. . . . It has been shown that given a chance to
act on a set of pawns or toy bricks of some sort the symbioorgan-
isms will ‘learn’ how to operate them in a way which increases
their chance for survival. This tendency to act on any thing which
can have importance for survival is the key to the understanding
of the formation of complex instruments and organs and the ul-
timate development of a whole body of somatic or non-genetic
structures.

Nils Aall Barricelli, 1963 [16, p. 117]

In addition to the preceding remarks about the fixed mecha-
nism for interpreting a symbioorganism’s game strategy, it has re-
cently been argued that the approach of introducing a predefined
game to be played restricted the open-ended evolutionary potential
of the system by “flattening complex interactions back into linear
causal chains” [121, p. 41]. In other words, the game was not
co-evolving along with the organisms. Barricelli himself seems to
have been sensitive to these criticisms, and in his final published
work in the area in 1987 he sets out some suggested modifica-
tions to his original design whereby symbioorganisms have the op-

19Barricelli used “the number of correct final decisions of the winner” as the mea-
sure of skill level, and reports that human novice players typically show a skill-level
of 1 or 2 in their first five games played [16, p. 107].

20See [16, pp. 114–116] for details. Barricelli summarises that “the parasite never
developed an independent game strategy to any degree of efficiency and was en-
tirely dependent on its host organism for game competitions with, and transmis-
sion of the infection to, uninfected hosts” [16, p. 125]. In one line of subsequent
research, he worked with colleagues on a quite different evolutionary system more
resembling a genetic algorithm, and obtained better results in evolving strategies
for poker [246], [17, pp. 119–122].
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portunity to evolve operational elements such as membrane-like
structures [18].21 Such elements would allow the symbioorgan-
isms to control their local environment and thereby improve their
chances of survival and reproduction in a way that operated within
the general laws of the world instead of via a special-case prede-
fined game to be played. He discussed how a more pronounced
genotype–phenotype distinction would emerge in such a system,
accompanied by what could be regarded as a “genetic language” to
specify a symbioorganism’s operational elements and their organ-
isation [18, pp. 143–144]. At the age of 75, Barricelli was clearly
not intending to commence a new line of experimental work him-
self, and the paper was written as a set of suggestions for a future
programmer to follow.22 He died six years later in 1993, at the age
of 81.

5.3 Realisations of Physical Self-Reproduction

The first publications describing implementations of physical self-
reproducing systems appeared just a few years after Barricelli’s ini-
tial work on software-based (logical) self-reproduction. The two
most significant authors of work on early hardware-based self-
reproduction are Lionel Penrose and Homer Jacobson. Both of
their projects followed Barricelli’s approach; they employed sys-
tems in which the elementary units are contrived such that partic-
ular compound chains of units can catalyse the formation of fur-
ther copies of the same compound. These chains, which can be
very short, can therefore reproduce without the complexity of von
Neumann’s design. While Barricelli had successfully demonstrated
the first implementation of evo-replicators in software, Penrose and
Jacobson’s physical implementations focused on simple standard-
replicators; although, as we describe below, they both discussed
how their models could be further extended to improve their evo-
lutionary potential.

21He had already discussed the importance of membrane structures in the early
evolution of biological life in his 1963 paper [16, pp. 123–124].

22The paper would have made an excellent addition to the inaugural Interdisci-
plinary Workshop on the Synthesis and Simulation of Living Systems (the original
precursor of the current Artificial Life conference series) held in Los Alamos, NM in
the same year, 1987. Sadly, Barricelli did not attend the workshop.
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5.3.1 Lionel Penrose (1957)

Lionel Penrose (1898–1972) was a distinguished British scientist
best known for his work in human genetics and intellectual dis-
ability [136]. His interests within these fields were broad, and he
published on many topics beyond his core research. Over the pe-
riod 1957–1959, Penrose produced three papers describing a series
of designs of self-reproductive chains of mechanical wooden units
[237, 233, 234].23 His aim was to investigate very simple forms of
self-reproduction that could potentially have been employed by the
earliest forms of life on Earth. As his son Roger recalls, “[o]ften he
illustrated his scientific ideas by means of working models. . . . Fre-
quently these models would be aids to clarifying his own thoughts
as much as demonstrations for others. But there is no doubt that
a major influence in driving him on in this direction was his sense
of fun and sheer enjoyment in constructing things from wood and
other materials” [136, p. 545].

For the purposes of these models, Penrose provided the follow-
ing definition of self-reproduction:

A structure may be said to be self-reproducing if it causes the
formation of two or more new structures similar to itself in every
detail of shape and also the same size, after having been placed
in a suitable environment.

Lionel Penrose, 1958 [233, p. 59]

He did not restrict his investigation to cases of non-trivial self-
reproduction in von Neumann’s sense (i.e. to systems capable of
an evolutionary increase in complexity via heritable mutations).
However, he did set out certain standards to guide his work: that
the elementary units of the system “must be as simple as possible”;
that there “must be as few different kinds [of unit] as possible”;

23The first of these was a brief letter co-authored by Penrose’s son, the now-
eminent physicist Roger Penrose [237]. The later publications were more extensive,
and authored by Lionel Penrose alone [233, 234]. The Wellcome Library in London
has a treasure trove of notes, correspondence, photographs, etc. relating to Pen-
rose’s research, freely available in digitised form at https://wellcomelibrary.
org/item/b20218904 (the physical items are held in the nearby UCL Library Spe-
cial Collections archive). Items from the archive are categorised hierarchically, with
all of the work on self-reproduction filed under reference PENROSE/2/12/x. In the
following footnotes, any references of this form can be found by navigating from
the URL given above.



74 Tim Taylor and Alan Dorin

and that the units “must be capable of forming at least two (prefer-
ably an unlimited number) of distinct self-reproducing structures”
[234, p. 106]. One further restriction was that a self-reproducing
structure could only be built by copying a previously existing seed
structure, i.e. there could be no spontaneous generation of self-
reproducing structures. The logic for this final restriction was the
fact that spontaneous generation was not observed in biological
life [234, p. 106].24

The first paper described a simple system comprising multiple
copies of two basic types of wooden block. The two types (which
we will refer to as A and B) look deceptively simple, but were
cleverly designed so that, when in a particular orientation, an A
unit and a B unit could hook together in two distinct ways (A-B or
B-A), as shown in Fig. 5.5.

The units were restricted to move along a horizontal channel
of limited height such that they could not pass one another. In this
system, if a collection of individual A and B units were randomly
placed in the channel and the channel was shaken horizontally, the
units would collide but would never link together. However, if a
single A-B linked unit was placed in the channel before the channel
was shaken, it acted as a “seed”. The seed caused individual units
colliding with it to assume the correct orientation to form further
linked A-B units. The same result occurred with an initial B-A seed
too, but the reproduction always bred true to the initial seed.

This first design served as a demonstration of how physical
self-reproduction could be implemented with an extremely simple
mechanism. From the experience gained with this design, Pen-
rose identified five principles of self-reproduction which guided his
later work [233, pp. 61–62]. In contrast to von Neumann’s work
on the logical design of self-reproducing machines, Penrose’s prin-
ciples very much focused on physical and energetic concerns: (1)
The units must each have at least two possible states, one of which
is a neutral state (in which potential energy is lowest) and other
states which are associated with various degrees of activation; (2)
In order to form a self-reproducing structure, kinetic energy must
be captured and stored as potential energy in its constituent units
(hence the constituent units are activated); (3) The activated struc-

24Of course, anyone considering the use of models of this type to explore the
origin of life would have to relax this restriction.
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Figure 5.5: Penrose’s simple two-unit model showing replication of an
introduced B-A seed unit (middle) and of an introduced A-B unit (bottom).
A description of the system is provided in [237].
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ture or machine must have definite boundaries (unlike a crystal,
for example); (4) Each activated unit must be capable of commu-
nicating its state to another unit with which it is in close contact;
and (5) The chances of units becoming attached correctly can be
increased by guides (or tracks, channels, etc.), which act like cata-
lysts. These guides could be in the environment (as in the simplest
system described above) or could be part of the units themselves
(e.g. interlocking edges).

From this starting point, the later papers [233, 234] described
a series of progressively more complicated models. The most com-
plicated schemes that Penrose devised and built were inspired by
the way DNA strands are copied through a process of template
reproduction by base pairing (see [233, pp. 68–71] and [234, pp.
109–114]). The elementary units of these schemes were hybrids of
an elaboration of the simple self-catalysing pairs of A and B units
from Penrose’s simplest model (which acted as the “base pairs”),
together with a system of guides, passive hooks and activation and
release mechanisms. These additional features allowed the forma-
tion of linear chains of units of arbitrary length and promoted the
coordinated sequence of associations and disassociations required
for the chains to reproduce. A schematic showing the operation of
one of these more complex designs, with handwritten annotations
by Penrose, is shown in Fig. 5.6. Photographs of his physical im-
plementation of another of his more complex designs are shown in
Fig. 5.7.

Penrose discussed how self-reproducing structures in a system
like this might perform other actions in their environment beyond
self-reproduction, dependent upon their configuration. Such func-
tions could be subject to natural selection, he argued; moreover,
mutations and recombinations could occur, allowing the structures
to participate in an evolutionary process—becoming evo-replicators
rather than just standard-replicators [234, pp. 112–114].

Echoing the statements made by Barricelli about the ontologi-
cal status of his symbioorganisms, Penrose stated that his designs
were not theoretical models but self-reproducing machines in their
own right [234, pp. 114].25 He argued that they demonstrated that

25Penrose did not refer to Barricelli’s work in his papers, although he did be-
come aware of it at some stage—the Penrose collection at the Wellcome Library
includes a copy of a technical report that Barricelli had published in 1959 [14]
(PENROSE/2/12/17/11; see footnote 23, p. 73).
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Figure 5.6: Handwritten annotated schematic of one of Penrose’s designs
for a linear-chain replicator (from the Wellcome Library archive).
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self-reproduction and evolution could happen in relatively simple
systems, and that work such as this could help us in understanding
the early evolution of life on Earth before the emergence of com-
plex DNA-based reproduction. The relationship between his self-
reproducing machines and biological self-reproduction was further
explored in subsequent publications (e.g. [235, 236]).

Two films were produced showing Penrose demonstrating his
various models.26 The first, entitled “Automatic Mechanical Self-
Replication”, was made in 1958 and shown at the Tenth Interna-
tional Congress on Genetics in Montreal, and the second, “Auto-
matic Mechanical Self-Replication (Part 2)”, which shows the most
advanced models, was made in 1961 and shown at the Institute of
Contemporary Arts in London.

Penrose’s work attracted widespread attention at the time.
In addition to presenting numerous academic lectures and
demonstrations on the topic,27 one of the articles referred to above
was published in the popular science magazine Scientific Ameri-
can [234]. Furthermore, Penrose appeared in an episode of the
BBC TV series Science International in December 1959, which had
a special feature on the topic “What is Life?”, 28 and his original
simple self-reproducing units were also manufactured and sold by
the cybernetics organisation Artorga for demonstration and edu-
cation purposes to universities, schools and individuals.29 Report-
ing on the presentation of the first film at the Tenth International
Congress on Genetics, the Montreal Gazette voiced fears that such
work might potentially lead to an artificial self-replicator that got
“out of control” and declared that “[t]he implications of this work
are tremendous—and a little terrifying” [52].

26PENROSE/2/12/14 (see footnote 23, p. 73). At the time of writing, several
versions of the films can be found online. Links to these can be found at http:
//www.tim-taylor.com/selfrepbook/.

27E.g. PENROSE/2/12/2, PENROSE/2/12/3, PENROSE/2/12/4, PEN-
ROSE/2/12/12 (see footnote 23, p. 73).

28PENROSE/2/12/9 (see footnote 23, p. 73). Other highlights of the episode
included the pioneering molecular biologist Sydney Brenner discussing the genetic
code, and Harold Urey describing his work with Stanley Miller on early terrestrial
chemistry and the origins of life.

29PENROSE/2/12/11 (see footnote 23, p. 73). From the full PDF file available to
download from this page, see especially pp. 100–108, 117–140, 174, 177.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Photographs demonstrating successive stages of replication
in Penrose’s physical implementation of one of his more complex self-
reproduction schemes. The original four-unit seed replicator is shown in
the center of (a), surrounded by four individual food units. Over (b)–(e)
the food units attach to the seed in the correct places to form two copies
of the original seed (e), which separate once formed (f).
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5.3.2 Homer Jacobson (1958)

At around the same time as Penrose’s publications, Homer Jacob-
son (1922–), a chemistry professor at Brooklyn College in New
York, published details of a quite different hardware implementa-
tion of self-reproduction [151]. He suggested that the real value of
this kind of model was to “call attention to the abstract functions
inherent in the processes they represent” [151, p. 264].

The paper began by setting out what Jacobson described as the
“obvious essentials in any reproducing system.” These were (1)
“An environment, in which random elements, or parts, freely cir-
culate”; (2) “An adequate supply of parts”; (3) “A usable source
of energy for assembly of these parts”; and (4) “An accidentally
or purposively assembled proto-individual, composed of the avail-
able parts, and synthesizing them into a functional copy of its own
assembly, using the available energy to do so” [151, p. 255].

While this list of requirements is fairly close to Penrose’s as-
sumptions, Jacobson was clearly thinking of a somewhat more
complex, electromechanical setting for his work. He suggested
that the minimum set of part types necessary to build such a sys-
tem would include (1) an energy transducer, (2) an information
storage medium containing some kind of plan for assembly of an
organism, and (3) some kind of sensory system [151, p. 255].

The implementation was based upon a model railway track,
around which two types of specially adapted locomotive cars cir-
culated.

In the simplest version described in the paper, the track was
oval and featured a number of sidings. Type A cars were equipped
with electromechanical machinery inspired by the punch card, and
stored the instructions necessary to direct the reproduction of a
seed “organism”. Type B cars were equipped with devices both for
controlling points on the track (which determined whether passing
cars would continue on the main track or be diverted to a siding)
and for sensing if a car was nearby, and if so, of what type.

The self-reproduction process was initiated by placing a seed
organism on one of the sidings. This comprised two connected
cars, a type A car at the front with a type B car behind. Communi-
cating with each other to coordinate their actions, the A and B cars
of the seed organism picked out single A and B cars as they passed
by on the main track, and controlled the points to create a replica
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two-car organism on an adjacent siding.
Jacobson successfully designed and implemented a working

version of this system, with full details given in the paper. He
also described some possible extensions to the system, including
versions where the seed could produce more than one offspring,
where the organisms could lay their own points and sidings, where
the information on the organism’s punch card was copied during
the reproduction process rather than pre-existing in the individ-
ual A cars,30 and where the constituent cars of “dead” (dormant)
organisms could be recycled for use in further rounds of reproduc-
tion. Jacobson provided notes (in varying degrees of detail) on
how these features might be implemented in theory, although the
complexities involved meant that they remained unimplemented
in practice.31

The paper includes a discussion of the complexity of the
system’s parts, in which Jacobson notes that “living beings are
complex assemblies of simple parts, while the models are simple
assemblies of complex parts” [151, p. 264]. He admitted that re-
production in his models relied upon the detailed properties of an
“extremely arbitrary” environment (he viewed the environments
in von Neumann’s proposed models of self-reproduction as equally
arbitrary), and that their “unnatural (i.e. artifactual) quality”
makes them uncomfortable for biologists to accept. In other words,
the design of the basic parts and dynamics of these environments
was not guided by any fundamental physical principles but rather
by the specific intention of allowing particular structures to repro-
duce. He suggested that models such as these could perhaps be
“rated as to an elegance factor which increases as the environment
is made simpler, with less built-in instrumentation, and simpler

30Jacobson also mentioned the possibility of mutations arising in the genetic in-
structions, although he did not explore the evolutionary implications of this at any
length [151, p. 274].

31Jacobson also remarked that a different model of self-reproduction could
be built into an entirely electronic system (i.e. logical rather than physical self-
reproduction). Interestingly, he cited Barricelli in the paper, although the cited pa-
pers related to Barricelli’s speculations on the role of gene symbiosis in the origins
of modern life. There is no indication that Jacobson was aware of Barricelli’s work
on software-based self-reproduction and evolution. He did not refer to Penrose’s
work in his paper either, although the two certainly corresponded later on—the
Penrose collection at the Wellcome Library includes an offprint of Jacobson’s pa-
per with the handwritten note “Best regards, Homer Jacobson” on the front cover
(PENROSE/2/12/17/8).
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parts” [151, p. 263].
The discussion ended with some consideration of the applica-

tion of information theory to compare the informational capacity of
the model system to estimates of the informational capacity of min-
imal forms of biological life.32 These considerations led Jacobson
to conclude that “[his] models, information theory, and thermody-
namics all seem to agree that the probable complexity of the first
living being was rather small” [151, p. 268].

The year after Jacobson’s paper appeared, Harold Morowitz
published a brief letter in the same journal in which he described
a simple electromagnetic self-reproducing system comprising two
distinct types of part floating in water [211]. Morowitz cites Ja-
cobson as his inspiration, although some aspects of his design are
closer to Penrose’s approach.

5.4 Scientific Speculation in the 1950s

In addition to advances in theory and working models, the 1950s
also saw continued speculation on the longer-term applications
and impact of artificial self-reproducing systems. Some relevant
work from science fiction was already discussed in Sect. 4.1.3. Be-
yond this, we now look at speculative work by scientists during this
period.

5.4.1 Edward F. Moore (1956)

Perhaps the most notable speculation on applications of self-
reproducing systems from the scientific literature of the 1950s can
be found in a Scientific American article by the American mathe-
matician Edward F. Moore (1925–2003). Taking von Neumann’s

32In 1955, Jacobson had published a paper on the application of information
theory to aspects of reproduction and the origins of life [150]. In it he referred
to mechanical models of reproduction, explicitly mentioning those “conceived, in
rather abstract terms, by von Neumann” [150, p. 122], and also a “specific and
simple model” designed by himself—details of which he said would be reported
elsewhere. This is presumably the model described above and reported in [151].
Interestingly, Jacobson and his 1955 paper were recently in the news when, in 2007
(over half a century after its original publication), he decided to retract two brief
passages which he had come to view as unfounded or mistaken, and which had
become much cited by creationists as evidence for the impossibility of life arising
by accident (see [152] for the retraction and [79] for coverage of the story in the
New York Times).
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work as a starting point, it proposes a research programme to
design and build much more ambitious self-reproducing machines.
In addition to self-reproduction, Moore’s machines would be able
to produce materials of economic value, which could then be
harvested with exponentially increasing yields [208]. His inter-
ests were therefore squarely on the potential of self-reproducing
machines as maker-replicators. Moore introduced his proposal by
explaining:

I would like to propose [a] self-reproducing machine, more com-
plicated and more expensive than Von Neumann’s, which could
be of considerable economic value. It would make copies of itself
not from artificial parts in a stock room but from materials in na-
ture. I call it an artificial living plant. Like a botanical plant, the
machine would have the ability to extract its own raw materials
from the air, water and soil. It would obtain energy from sunlight
. . . It would use this energy to refine and purify the materials
and to manufacture them into parts. Then, like Von Neumann’s
self-reproducing machine, it would assemble these parts to make
a duplicate of itself.

Edward F. Moore, 1956 [208, p. 118]

The proposal outlined the general aims and challenges of the
research programme, with rough estimates of overall time and
costs. If sufficient effort was deployed on the project, Moore
thought that 5–10 years and $50–70m would be sufficient in the
best case, extending to several decades and hundreds of millions
of dollars if things did not go so smoothly.

Moore envisaged the machines being constructed from elec-
tromechanical parts, rather than biochemical components, because
of our better understanding of their design principles. The idea was
that these artificial plants would be most useful in currently uncul-
tivated locations, starting in areas such as seashores with relatively
easy access to materials and sunlight, and potentially moving to
more challenging environments such as the ocean surface, deserts
and the continent of Antarctica.

Noting that von Neumann had already solved the problem of
the logic of self-reproduction, Moore discussed other difficulties,
arguing that the necessary chemical engineering would present
the greatest challenges. Reasoning that the energy requirements
of manufacture would scale with machine mass, and yet energy
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capture from sunlight would only scale with surface area, he en-
visaged “small, or at least very thin” machines [208, p. 121]. These
would need to be equipped with “wheels or a propeller” to enable
offspring to spread and avoid overcrowding [208, p. 124].

Moore identified the most important general criterion for suc-
cess as reproduction time (such as the time required for a popula-
tion of artificial plants to double in number) and suggested that to
be economically sensible, this would need to be at the very least
faster than “the time it takes for money to double at compound
interest” [208, p. 121]. No doubt wisely, he suggested that such a
machine should not be endowed with evolutionary abilities, “lest it
take on undesirable characteristics” [208, p. 122].

The article ended with some brief discussion of potential
problems from perspectives of ecology, economics and society—
although the one sentence given to potential ecological problems
leaves plenty of scope for further elaboration.

5.4.2 Konrad Zuse (1957)

A year after Moore’s article appeared, the German computer pi-
oneer Konrad Zuse (1910–1995) published his first paper on the
subject of machine self-reproduction [316]. The article was an
extract from a lecture he presented at the Technical University
of Berlin on 28 May 1957 on the occasion of being awarded an
honorary doctorate.33 Whereas von Neumann had developed the
subject from a theoretical perspective, and Moore had proposed
advanced uses of the technology but left the implementational de-
tails to be addressed in a future research programme, Zuse wished
to approach the problem of self-reproduction from the perspective
of practical realisation: “To me the practical problems involved in
this concept are the actual bottlenecks that must be conquered”
[318, p. 163]. Later in his career, in the late 1960s and early 70s,
Zuse made progress in the design of electromechanical prototypes
of some components of his ideas (see Sect. 6.3), but in his 1957 pa-
per he sketched out his grand plans for how the technology might
be used.

The foundation of Zuse’s vision was the concept of a self-

33The date of Zuse’s presentation was confirmed by staff at the University
Archives of the Technical University of Berlin [personal communication to TT, 14
August 2018].
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reproducing workshop, made from a sufficient diversity of man-
ufacturing machines so as to achieve closure in the ability for the
workshop to manufacture new copies of every machine. We will
further discuss the topic of closure in Sect. 7.3.1. We see echoes in
Zuse’s approach to Butler’s earlier ideas in Erewhon of the collec-
tive reproduction of heterogeneous groups of machines (Sect. 3.1).
Zuse saw that such a factory would be able to produce other ma-
chines in addition to those from which it was itself comprised; like
von Neumann and Moore, he was interested in the possibilities of
maker-replicators. This being the case, he said “the question that
is of greatest interest is the following: What is the simplest form of
initial workshop necessary to crystallize out of it a complete indus-
trial plant?” [316, p. 163].34 Zuse named this idea, of a minimal
self-reproducing seed out of which whole industrial plants for spe-
cific purposes could grow, the technical germ-cell.

Pushing the idea further, Zuse imagined that a technical germ-
cell like this could be directed to make a copy of itself at a slightly
smaller scale, leading to a lineage of germ-cells of progressively
smaller size. The result, he envisaged, would be a microscopic
germ-cell that was “not only . . . the constructionally and logically
simplest form, but also the smallest in space” [316, p. 164].35

From this microscopic germ-cell, which Zuse referred to as the “real
germ-cell” [316, p. 164],36 an entire human-scale industrial plant
could be manufactured by reversing the sequence of miniaturisa-
tion steps through which the real germ-cell had been created. Us-
ing this technology, he speculated, future generations of engineers
might not build industrial plants and factories but plant them and
simply supply them with sufficient raw materials and energy with
which to grow. Zuse’s ideas call to mind Philip K. Dick’s image at
the end of his short story Autofac of miniature seeds of manufac-
turing plants being launched into space (Sect. 4.1.3). Dick’s story
appeared in 1955, two years before Zuse’s talk. However, com-
ments in Zuse’s handwritten notebooks from 1941 confirm that he

34Quotation translated by TT from the original German text: “Die Frage,
welche dann von größtem Interesse ist, ist folgende: Welche einfachste Form
einer Anfangswerkstatt ist erforderlich, um aus ihr ein vollständiges Industriewerk
auskristallisieren zu lassen?” [316, p. 163].

35“nicht nur, die konstruktiv und logisch einfachste Form . . . sondern auch die
räumlich kleinste” [316, p. 164].

36“die echte Keimzelle” [316, p. 164].
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had originated the idea independently and had been thinking along
these lines for a long time [315].

Zuse ends the 1957 paper with the thought that the technical
germ-cell could also be used to manufacture computing devices,
and that this might be a route to evolve artificial intelligence that
could eventually be “able to perform . . . inventions and mathemat-
ical developments . . . better than man” [316, p. 165].37

Read in isolation, the ideas relating to the technical germ-cell
set out in Zuse’s paper appear somewhat far-fetched from an engi-
neering perspective—although perhaps no more so than Moore’s
paper from the previous year. Nothing is said about the infor-
mation and control mechanisms that would be required to drive
the processes he discussed. Furthermore, regarding the process of
miniaturisation Zuse envisaged to arrive at the “real germ-cell”, he
acknowledged that different physical principles and manufactur-
ing methods would be applicable at different physical scales—but
simply noted that this would be a significant problem to be tackled
in future research [316, p. 163]. However, this was a transcript of
a relatively short speech given at an honorary degree ceremony;
it was not an occasion to present a long discussion of detailed
technicalities. Indeed, at the end of the speech Zuse asks of his
audience “Forgive me, please, if I let the imagination play farther
than is usual at scientific conferences” [316, p. 165].38 In later
publications it is clear that Zuse had realistic expectations about
the timescales and challenges that would be involved, and he was
also serious about the enormous significance of its potential long-
term applications. In the following decade he wrote at greater
length and in more detail about his ideas, and also commenced
work on some prototype hardware. We describe these later works
in Sect. 6.3.

5.4.3 George R. Price (1957)

Another speculative essay from around the same time is of interest
mostly for historical and biographical reasons, rather than for mak-

37“Erfindungen und mathematischen Entwicklungen besser durchzuführen als
der Mensch” [316, p. 165].

38“Verzeihen Sie mir bitte, wenn ich heute einmal die Phantasie etwas weiter
habe spielen lassen, als es sonst auf wissenschaftlichen Tagungen üblich ist” [316,
p. 165].
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ing an original contribution. Presented in the form of a fictional
vision, The Maker of Computing Machines was written by George
R. Price (1922–1975) and appeared in the pioneering computing
magazine Computers and Automation in 1957 [240]. Price is best
known for his contributions to evolutionary theory, yet he worked
in various fields in his early career, including a number of years as
an IBM employee in the 1960s [135].

The story describes an inventor who creates a series of progres-
sively more complex computing machines—and, later, robots—
incorporating mechanisms such as self-repair, goal-based behaviour,
associative learning and long-term planning. The advanced robots
eventually learn how to make some of the earlier computer designs
themselves, but they also acquire some unsavoury behaviours such
as torturing and killing their own kind. The inventor had wanted
his robots to develop qualities of altruism, benevolence and cooper-
ation, but he found it too difficult to codify these into explicit goals.
So he equipped the robots with simple built-in goals such as keep-
ing themselves in repair and seeking fuel, and provided them with
a mechanism by which they could develop more complex derived
goals by themselves. The more complex goals would enable the
robots to achieve their built-in goals in creative ways, based upon
their experiences as they explored and learned about their world.
However, the unsavoury behaviours that were observed were quite
the opposite to the inventor’s intended outcome.

In this short story, Price pinpoints a key issue facing AI design-
ers today: the problem of how to prevent learning systems from
developing unwanted behaviours. In present-day debates about
the dangers associated with advanced AI this has become known
as the value alignment problem (see Sect. 7.3.4). The idea of cre-
ating intelligent machines through biologically-inspired learning
mechanisms had been discussed by Alfred Marshall ninety years
earlier (Sect. 3.2), and the theme of technology out of control had
been raised by Samuel Butler at around the same time as Marshall
(Sect. 3.1) and by many early twentieth century authors (Sect. 4).
Still, Price’s story is an interesting example of a contribution from
an early theoretical biologist. In highlighting the difficulties in de-
veloping cooperative and altruistic behaviour, it also anticipates
Price’s later work in theoretical biology on kin selection.
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5.5 Self-Reproduction in the Cybernetics
Literature

The late 1940s saw the birth of the scientific field of cybernetics,
which sought a common understanding of principles of control and
communication in animals and machines. Among those working
in the area, there was a common view of intelligence as a search
problem, and parallels were drawn between the processes of life-
time learning and evolution. Examples can be found, among oth-
ers, in W. Ross Ashby’s notion of intelligence amplifiers [7] and in
Alan Turing’s early work on artificial intelligence [295].39 In addi-
tion to this general interest in evolution applied to machines, some
of the leading cyberneticists specifically discussed the idea of self-
reproducing machines. In particular, Norbert Wiener, Gordon Pask
and W. Ross Ashby all published work on self-reproduction and
evolution in the early 1960s.

Wiener’s influential book Cybernetics, or control and communi-
cation in the animal and the machine, first published in 1948, was
supplemented with two additional chapters in the 1961 second edi-
tion: one of the new chapters was entitled On Learning and Self-
Reproducing Machines [311].40 In this, he discussed the relation-
ship between lifetime learning and evolution; while the majority
of the chapter is devoted to lifetime learning systems, in the last
few pages Wiener turns to the subject of self-reproduction.41 He
describes the design of an example logical self-reproducing sys-
tem in the form of a particular kind of electronic circuit that could
automatically imitate the behaviour of a given second circuit.

However, Wiener’s proposal is not an entirely satisfactory ex-
ample because the thing that is being reproduced—the behaviour
of the given circuit—is not in any way playing an active role in its
own reproduction. Although the reproduction process was entirely

39Turing’s first published thoughts on the idea of evolution as a search process
in the context of machine learning appeared in a 1948 research report entitled
Intelligent Machinery [294, p. 18]. The director of his laboratory at the time was
none other than Sir Charles Galton Darwin, grandson of Charles Darwin. He was
unimpressed by Turing’s report, dismissing it as a “schoolboy essay” [67].

40Burks states that Wiener and von Neumann interacted when developing their
respective conceptions of cybernetics and the theory of automata [10, p. 364].

41In these last few pages Wiener uses the term self-propagation rather than self-
reproduction, in contrast to his use of the latter term in the opening pages of the
chapter and indeed in the chapter title.
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automated, it relied upon the existence of additional electronic
circuitry in order to bring about the reproduction of the reference
behaviour. As we have seen in other work described in this chapter,
the issue of how much of the process of reproduction should be
directed by the self-replicator itself, and how much should rely
upon very specific features of its operating environment, was a
topic discussed by others researchers of the time, including von
Neumann (Sect. 5.1.1), Jacobson (Sect. 5.3.2) and Ashby. We re-
turn to discussion of this issue in Sect. 7.3.

Also published in 1961 was Pask’s An Approach to Cybernetics
[229], which included a chapter entitled The Evolution and Repro-
duction of Machines. Pask considered the problems involved in cre-
ating artificial evolutionary systems that exhibit on-going, open-
ended evolutionary activity; his focus was therefore very much
upon the possibilities of evo-replicators. He noted that if, over
time, the environment experienced by any one machine becomes
increasingly determined by other evolving machines in the system,
this will produce an “autocatalytic” effect that avoids the need for
the system designer to build a drive for evolutionary trends into
the system’s reward structure [229, pp. 101–102]. He also argued
that the successful evolution of a species of machine in a competi-
tive environment was likely to involve the sequential development
of a hierarchy of levels of description (or “metalanguages”) used
in its genetic or control structures, with which the machines would
encode information about their own design and their relationship
with the environment [229, p. 101].42

A somewhat different approach to the subject was taken by W.
Ross Ashby in his 1962 paper The Self-Reproducing System [8].
Like Penrose and Jacobson before him, Ashby emphasised that
self-reproduction is a function of the interaction between the form
that is reproduced and the environment within which the form
exists as a subsystem. Considering self-reproduction processes in
general, he argued (as did von Neumann and Jacobson) that the
allowed complexity of the building blocks is essentially an arbi-
trary decision. To demonstrate this, he gave a string of examples of
real-world systems that fit his basic definition of self-reproduction.
In most of these, the form being reproduced is relatively simple,
and the process of reproduction is largely due to the particular

42We will return briefly to this point in Sect. 7.3.



90 Tim Taylor and Alan Dorin

(complex) environment in which the form exists. One of his more
whimsical examples is a yawn, which reproduces in a suitable en-
vironment of people. Given this, he argued that it is the particular
properties of the terrestrial environment on Earth that distinguish
the processes of biological self-reproduction and evolution from
these other, less interesting, examples. As we already saw with
Wiener’s work, this question of how much of the complexity of the
process of reproduction resides within the environment rather than
within the self-replicator itself is indeed an important issue, and we
return to it in Sect. 7.3. It is also the case that many of the exam-
ples of self-reproducing systems offered by Ashby were standard-
replicators, which were not capable of heritable mutations as re-
quired by von Neumann’s test for “interesting” self-reproduction
(Sect. 5.1.1); that is, they were not evo-replicators.

Developments in cybernetics around this period were not con-
fined to the United States and Europe. In the Soviet Union dur-
ing the early 1950s the field had initially been greeted with scep-
ticism, being regarded by some as a “reactionary pseudoscience”
that served the interests of the bourgeoisie by reflecting its desire
to “replace potentially revolutionary human beings with machines”
[144, p. 299]. By the late 1950s, however, attitudes had changed,
as attested to by the establishment in 1959 of a Science Council for
Cybernetics by the USSR Academy of Sciences [144, p. 299].

In 1961, the Russian polymath Andrei Nikolaevich Kolmogorov
(1903–1987) presented a well-attended seminar on “Automata and
Life” to the Faculty of Mechanics and Mathematics at Moscow State
University. In this and two subsequent talks in 1962 he explored
the implications of materialism, and of the nascent field of com-
puter science, for our understanding of life and mind. The talks
in 1962 were entitled “Life and thinking as special forms of the
existence of matter” and “Cybernetics in the study of life and think-
ing.” Some general information regarding the circumstances of
these talks is provided in [298, p. 497].

Kolmogorov prepared an extended abstract for Automata and
Life, which was later published in various different editions.43 The

43It first appeared in 1961 in [165] (in Russian). An English translation of this
article was produced by the U.S. Department of Commerce’s Joint Publications Re-
search Service the following year [166]. Some of the later Russian versions were
prepared and edited by Natalya Grigorevna Khimchenko (née Rychkova)—who
worked in Kolmogorov’s research group in the early 1960s—to make them suit-
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content of the three lectures also formed the basis of a second pa-
per, Life and thinking as special forms of the existence of matter,
which was also published in several different forms.44

In these talks Kolmogorov suggested that the age of space travel
brought with it the prospect of encounters with extraterrestrial
intelligent beings. This presented a pressing need for understand-
ing the concept of life in more general terms, abstracted from the
specific chemical details of life on Earth. Likewise, the advent of
the computer age created an urgent need to conceptualise thought
and cognition in more general terms.

Kolmogorov opened Automata and Life with three questions:

Can machines reproduce their kind, and in the course of such
self-reproduction can progressive evolution take place leading to
the creation of machines of a higher degree of perfection than the
originals?

Can machines experience emotions?

Can machines have desires and can they pose for themselves new
problems not put to them by their constructors?

A. N. Kolmogorov, Automata and Life, 1961 [165, p. 3]45

We can see in these questions that his focus was specifically
on evo-replicators. In these talks aimed at a wide audience, Kol-

able for a wider audience. Useful information on the various versions of the talk
material, and the differences between them, is provided by Khimchenko at http:
//vivovoco.astronet.ru/VV/PAPERS/BIO/KOLMOGOR/KOL_REP.HTM (in Russian).

44Quotations from Life and thinking as special forms of the existence of matter
provided in this chapter are based upon the original version published in 1964
[167] (in Russian), with English translation by TT aided by Google Translate. An
English translation based upon a later version [169] was published by NASA [170],
although this is somewhat abridged compared to the original version.

45English translation from [166, p. 1]. According to Natalya Khimchenko, the
original talk abstract prepared by Kolmogorov phrased the second question as “Can
machines think and experience emotions?” (see website listed in footnote 43, p. 90).
In a later version of the text that appeared in the 1968 publication Kibernetika
Ozhidaemaya i Kibernetika Neozhidannaya (Cybernetics Expected and Cybernetics
Unexpected), the questions are stated as follows: “Can machines reproduce their own
kind, and can there be a progressive evolution in the process of such self-reproduction,
leading to the creation of machines that are significantly more advanced than the
originals? Can machines experience emotions: rejoice, be sad, be dissatisfied with
something, want something? Finally, can machines set themselves tasks not assigned
to them by their designers?” [168, p. 14] (English translation by TT aided by Google
Translate).



92 Tim Taylor and Alan Dorin

mogorov did not delve too deeply into technical responses to these
topics. However, he did point out that, within the framework of a
materialist worldview, it must be admitted that there are no fun-
damental arguments against a positive answer to these questions
[167, p. 53]. In other words, if biological organisms can do these
things, then it should, in principle, be possible for machines to do
them too.

Kolmogorov cautioned that the current cybernetics literature
displayed both many exaggerations and many simplifications [168,
p. 25]. Furthermore, he observed that research on understanding
human behaviour was focused on the most simple conditioned re-
flexes, on the one hand, and on formal logic, on the other hand
[168, pp. 27–28]. The vast space between these two extremes in
understanding the architecture of human behaviour, Kolmogorov
noted, was not being studied in cybernetics at all. Hence, he
suggested, the kind of developments he was discussing may take
longer to come to fruition than many people might expect.

Taking early attempts at musical composition by computers as
a specific example, Kolmogorov warned that in order to properly
simulate or build living beings, we need to understand the source
of their internal desires and not just purely external factors; to
design a computer that can generate interesting music, we need to
understand the difference between living beings in need of music
and beings who do not need it [168, p. 26]. Having argued that
we could, in theory, fully understand our own design principles,
Kolmogorov suggested that we should not be afraid of creating
automata that imitate our own abilities [168, p. 31] or, indeed, of
creating automata just as highly organized but very different from
us [168, p. 15]. Rather, we should take great satisfaction in the
fact that the human race has developed to the point where we can
create “such complex and beautiful things” [168, p. 31].

It is interesting to note the parallels between Kolmogorov’s
thoughts in this article and those of Ada Lovelace in her com-
ments on Charles Babbage’s Analytical Engine, written over a cen-
tury earlier in 1843.46 As Kolmogorov cautioned against hype in
the promise of cybernetics, so too had Lovelace cautioned against
“exaggerated ideas that might arise as to the powers of the Ana-
lytical Engine” [204, p. 722]. However, Lovelace had gone on to

46We met Babbage and Lovelace briefly at the start of Chap. 3.
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state that the “Analytical Engine has no pretensions whatever to
originate anything. It can do whatever we know how to order it to
perform” [204, p. 722] (original emphasis). In contrast, in answer-
ing his third question in the affirmative, Kolmogorov had suggested
that it should, in principle, be possible to build machines that can
originate new goals. Finally, Lovelace famously suggested that “the
engine might compose elaborate and scientific pieces of music of
any degree of complexity or extent” (but only if “the fundamen-
tal relations of pitched sounds in the science of harmony and of
musical composition” could be codified into a suitable sequence of
operations) [204, p. 694]. As previously stated, Kolmogorov was
less interested by the prospect of the purely algorithmic generation
of music, and wanted instead to understand the design principles
that instil human beings with the desire to compose music. We
will return to the topic of how machines might develop their own
purposiveness and internal desires in Sect. 7.3.4.

* * *

To summarise what we have discussed in this chapter, the 1950s
witnessed the attainment of the third and final step in the historical
development of the idea of self-replicator technology (Sect. 1.6)—
the arrival of the first examples of actual implementations of self-
replicators, both in software and in hardware. As we have seen,
this was accompanied by the emergence of a new concept: the use
of self-replicator technology in the design of universal manufactur-
ing machines, i.e. maker-replicators.47 Having covered the attain-
ment of the three major steps in the development of thinking about
self-replicator technology, in the next chapter we present a brief
review of more recent developments with standard-replicators, evo-
replicators and maker-replicators, from the 1960s to the present
day.

47In addition to the work of von Neumann, Moore, Zuse and others described in
this chapter, the idea of a maker-replicator was also present in some of the later
sci-fi stories we mentioned in Sect. 4.1.3, including Philip K. Dick’s Autofac (1953)
and Robert Sheckley’s The Necessary Thing (1955).
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Chapter 6

More Recent Developments:
Signposts to Work from the 1960s
to the Present

The blossoming of theoretical and practical work from the late
1940s to the early 1960s, described in Chap. 5, continued to gather
pace as the 1960s progressed. The period from the 1960s to the
present day has witnessed significant developments in the field,
and the work has branched into a variety of novel application
areas. Most of these developments are well described in existing
publications, so our detailed review of the early history of the field
ends here. In this chapter we describe the general nature and focus
of this more recent work, and provide references to other sources
that review these developments in detail.

One of the most comprehensive reviews of work in this pe-
riod, with an emphasis on hardware implementations, is provided
by Robert Freitas and Ralph Merkle in their book Kinematic Self-
Replicating Machines [119]. This covers developments with all
three kinds of replicator (standard-, evo- and maker-) but particu-
larly focuses on maker-replicators. A more concise overview, with
emphasis on work in software covering all three kinds of replicator,
is provided by Moshe Sipper in [263]. Both of these publications
include useful diagrammatic lineages of work in this area from the
1950s onward ([263, p. 238], [119, p. xviii]). Another excellent
general review of the area, covering both hardware- and software-
focused work involving all three kinds of replicator, is provided
by Michele Ciofalo in [62]. Finally, Matthew Moses and Gregory

95
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Chirikjian provide a very recent review, mainly focused on physical
replicators, which covers developments that have occurred after
the publication of Freitas and Merkle’s earlier review right up to
the year 2019 [212].

In the following subsections we signpost some of the broad
trends that have developed in theoretical explorations and in soft-
ware and physical implementations of self-reproducing systems.
These developments in scientific and engineering theory and prac-
tice have been accompanied by continued interest in the idea of
self-reproducing systems in science fiction. Some of the most no-
table examples from 1960s sci-fi include works by Poul Anderson
[2], Stanislaw Lem [186], Fred Saberhagen [256] and John Sladek
[265]; examples from more recent decades are too numerous to
list.1

6.1 Theoretical and Philosophical Work

Von Neumann’s foundational studies, described in Sect. 5.1.1, laid
the groundwork for many further theoretical developments. Much
of the relevant work from the 1960s and 70s took place in the
field of automata theory. Many of these studies continued to use
cellular automata, or closely related models, as a simplified plat-
form for implementation. An early review of these developments,
written by computer scientist and neuroscientist Michael A. Arbib,
appeared in the proceedings of Towards a Theoretical Biology—an
influential conference series in the late 1960s [4]. Arbib’s review
highlighted topics such as what he referred to as the fixed point
problem of components; that is, ensuring that a self-reproducing
system is able to manufacture a copy of each of its constituent
parts. We will return to this topic, and related issues concern-
ing closure in self-reproducing systems, in Sect. 7.3.1. The first
part of Arbib’s discussion concentrated on the design principles
of standard-replicators. This was followed by an exploration of
issues relating to evo-replicators, the origin of life and real-world
complexities such as dealing with noise and interaction with a rich
environment. More recent reviews of work from this period can be

1For additional references, see the partial—yet extensive—list of self-
reproducing machines in fiction on Wikipedia (https://en.wikipedia.org/wiki/
Self-replicating_machines_in_fiction).
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found in [119, ch. 2] and [263].
Among Arbib’s many other works of interest from around this

time was a paper entitled “The Likelihood of the Evolution of
Communicating Intelligences on Other Planets,” published in 1974
[5]. Speculating on the technologies that intelligent species might
utilise for interstellar communication, Arbib suggested that, while
most discussion up to that point had assumed radio communi-
cation, another possibility would be the use of self-reproducing
machines [5, pp. 65–66]. He envisaged that the devices could
be directed to “reproduce every time they travel a constant dis-
tance . . . to yield a sphere moving out from the home planet with
a constant density of these . . . machines” [5, p. 66]. Of course,
the idea of a self-reproducing spacecraft had first been proposed
forty-five years earlier by Bernal (Sect. 4.2.1), but Arbib’s sugges-
tion placed more emphasis on the potential of self-reproducing
technology for exponential growth in numbers. This potential—
which is a property of each kind of replicator including the ba-
sic standard-replicator—was utilised in Arbib’s vision to achieve
(at least in theory) omnidirectional communication without loss of
signal strength.2

A few years later, mathematical physicist Frank J. Tipler used
the idea of self-reproducing machines to argue that extraterrestrial
intelligent species do not exist [288, 290, 289, 291].3 Inspired by
von Neumann’s theoretical concept of a self-reproducing univer-
sal constructor, Tipler suggested that any intelligent species engag-
ing in interstellar communication would “eventually develop a self-
replicating universal constructor” [288, p. 268]. This technology
would be employed, he argued, not just for interstellar commu-
nication (as suggested by Arbib) but also for interstellar travel to
explore and colonise the galaxy. He referred to such spacecraft as
von Neumann probes [288, p. 276].

Tipler’s line of reasoning utilised not just the self-reproductive

2More recently, physicist S. Jay Olson has employed the same property in a pro-
posed mechanism that might be used by advanced civilisations to aid their rapid
expansion across intergalactic distances. The scenario involves the release of a
wave of “expander” probes that “are designed to reproduce themselves and adjust
their velocity slightly at pre-determined intervals, so that the expanding sphere of
probes maintains a roughly constant density” [221, p. 5].

3The first three of these papers were published in the Quarterly Journal of the
Royal Astronomical Society, and the fourth, a shorter summary of the first three, was
published in Physics Today.
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capabilities of von Neumann’s architecture (which allowed a cost-
and time-efficient means of exploring the galaxy) but also its ca-
pacity for universal construction—that is, its abilities as a maker-
replicator. The key point, he explains, is that “once a von Neu-
mann machine has been sent to another solar system, the entire
resources of that solar system become available to the intelligent
species that controls the . . . machine; all sorts of otherwise-too-
expensive projects become possible” [288, p. 270] Furthermore,
“in a fundamental sense a von Neumann machine cannot become
obsolete . . . [because it] can be instructed by radio to make the
latest devices after it arrives at the destination star” [288, p. 271].
Having set out the case for the use of self-reproducing spacecraft
for interstellar travel by intelligent species, he went on to utilise
the “where are they?” argument to conclude that such species did
not exist.4

More recently, in discussing ways in which self-reproducing
probes could be used to allow humans to colonise other planets
in the age of superintelligent AI, Max Tegmark invoked a different
use for a probe with universal construction capabilities. In assum-
ing the existence of superintelligent AI with access to far more ad-
vanced technology than anything that looks even remotely possible
today, the idea pushes credibility to the very limits. In Tegmark’s
scenario, the humans would not join the probes on their inter-
stellar journeys. Instead, once the probes had arrived on a new
planet and prepared it for our coming, they would establish a su-
perintelligent AI (perhaps with the aid of information transmitted
from the mother civilisation) which would then construct a human
colony in situ by constructing embryos, or even adult humans, us-
ing nanoassembly techniques [284, p. 225].

Returning to the more general and down-to-earth landscape of
work on the theory of self-reproducing systems in recent decades, a
significant development was the establishment of the field of Arti-
ficial Life (ALife) in the late 1980s.5 This is a discipline that brings

4As noted by Tipler, the “where are they?” argument had been employed by
others before him (but without the focus on self-reproducing spacecraft); its origin
is generally attributed to the physicist Enrico Fermi (see [257, p. 495]). However, as
Tipler states in [290, pp. 136–137], the same argument is apparent in a seventeenth
century work by none other than Bernard de Fontenelle, whom we met in Sect. 2.1.

5The field was born out of a 1987 workshop organised by Christopher G. Langton
of the Los Alamos National Laboratory, NM [184]. That and subsequent workshops
have now developed into an annual conference series, overseen by the International
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together computer scientists, biologists, ecologists, complex sys-
tems scientists, philosophers and others united in an interest in
synthesizing and simulating living systems in non-biological media,
including software, hardware and “wetware” (molecular systems).

To highlight just one of the interesting early works from the AL-
ife field, J. Doyne Farmer and Alletta d’A. Belin published a paper
in 1991 entitled Artificial Life: The Coming Evolution [109], which
we quoted from at the start of Chap. 1. The paper argued that
reproducing and evolving artificial lifeforms could be expected to
emerge within fifty to a hundred years. In addition to providing an-
other good review of work on self-reproducing systems in the late
1980s (with a particular focus on software systems), the paper also
discussed the possibility that artificial life might evolve through
non-Darwinian processes. The authors considered the potential
of artificial lifeforms to accelerate the rate of evolution of their
physical design by modifying their own genetic material. Farmer
and Belin regard this as a kind of Lamarckian evolution [125],
i.e. a process by which, in contrast to Darwinian evolution, ben-
eficial characteristics acquired during an individual’s lifetime are
passed on to the individual’s offspring. Indeed, the process dis-
cussed in their paper goes beyond what is normally considered as
Lamarckian evolution because it involves not just the inheritance of
acquired characteristics but also the intentional self-modification of
the species by the species itself.

Farmer and Belin were by no means the first authors to
explore these possibilities. The idea of self-designing machines was
a common theme in the early sci-fi stories discussed in Sect. 4.1.3.
And within the scientific community, Richard Laing had already
demonstrated in the 1970s that Lamarckian evolution could be
achieved in a simple automaton model by a process of reproduc-
tion by self-inspection [177, 178, 180]. We will return to this topic
in Sect. 7.1.4.

Looking at current ALife research, there is an emerging fo-
cus in the field on the topic of open-ended evolution—the capacity
apparent in the biological world to continually evolve, to discover
new tricks and to increase its maximum complexity over time in
a seemingly never-ending way [281, 226]. No artificial evolution-
ary system to date exhibits anything like this capacity; instead, af-

Society for Artificial Life (http://www.alife.org).
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ter an initial burst of activity they tend to reach a more or less
stable state beyond which no further innovations are observed. In
contrast to work on maker-replicators, those studying ALife evo-
replicator systems are keen to understand and unleash the creative
power observed in biological evolution.

As mentioned in Sect. 1.4, open-ended evolution has recently
been described as a “grand challenge” for the field [269]. Some
view it as a promising route for producing agents with highly
sophisticated artificial intelligence,6 even including superhuman-
level artificial general intelligence (AGI)7; this is, of course, merely
the latest manifestation of the core idea behind much of the work
we described in Chaps. 3–5 which dates back as far as the 1860s.
Related to this, open-ended evolution could be a route whereby
evo-replicators develop the ability to act according to their own
ends and desires, beyond any original goals set for them by their
human designers. We return to this topic in Sect. 7.3.4.

6.2 Software Implementations

From the 1960s onwards, when computers became more widely
available as a tool for scientists and engineers, many more
researchers started implementing self-replicators in software.

Following von Neumann’s original cellular model and the
developments in automata theory referred to in the previous
section, there has been much further work on cellular automata
models and implementations of self-reproduction. Most of this
work, particularly in the earlier years, investigated design issues
in the process of self-reproduction itself, and ways to make the sys-
tems perform other tasks in addition to self-reproduction—that is,
the focus of this work has generally been on software standard-
and maker-replicators rather than evo-replicators. Good overviews
of this area can be found in [247] and [248].

In contrast, evo-replicators have been the main focus of another
branch of software-based work which investigates the evolution

6A curated series of video interviews with leading current AI researchers on
the potential of evolutionary techniques is available at https://evolution.ml/
experts/.

7For an interesting discussion of the possibility of evolving AGI, see [262]. For
a longer and more general discussion of the prospects for AGI and its implications
for humankind, see [284].
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of self-reproducing computer programs. Much of this work has
occurred within the field of Artificial Life, where the approach
was made popular in the early 1990s by the Tierra system devel-
oped by ecologist Tom Ray [244]. In Tierra, populations of com-
puter programs compete for space and CPU time to build copies of
themselves within the computer’s memory. The copying process is
subject to some noise so that the copies are not always perfect
and small variations start to appear in the offspring programs.
Because memory space and CPU time are limited, programs best
adapted for survival and reproduction in this environment persist
by natural selection, and less well-adapted programs die out. Ray
observed not only the evolution of increasingly faster, more
efficient self-reproducing programs but also the emergence of var-
ious ecological interactions. For example, small parasitic programs
were seen to evolve which were unable to reproduce unaided but,
instead, hijacked the code of neighbouring programs to copy them-
selves. This line of research is still thriving today, especially in work
using the Avida software platform [220] as a test bed for studies
in experimental digital evolution (see Fig. 6.1). These systems are
described at length in many sources (e.g. [11, pp. 195–223], [155,
pp. 215–274], [283, pp. 51–57]). As mentioned in the previous
section, a current focus of research in this area is in developing
an understanding of how to build software evo-replicator systems
with the capacity for open-ended evolution.

Partially overlapping with these approaches, the research area
of Artificial Chemistries encompasses a variety of approaches to
modelling life processes such as self-reproduction and evolution;
see [11] for a comprehensive recent review. A branch of this field
that focuses on interactions at the ecological level is Artificial Life
Ecosystems, described in [11, pp. 163–165] and [92].

Looking forward, it has been suggested that the process of stan-
dardisation of web technologies now presents the prospect of using
the web as a globally distributed environment in which evolving
software agents might find a persistent home where they could
thrive “in the wild” [280].

The work outlined above has a particular focus on modelling
processes of evolution, self-reproduction and related aspects of
biological systems. In addition, a vast body of work has devel-
oped that uses software-based evolution primarily as an optimisa-
tion technique. The history of this work, which comes under the
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(a)

(b)

Figure 6.1: (a) Schematic of a representative self-reproducing computer
program (a digital organism) in Avida, and (b) example view of the two-
dimensional environment in which the organisms live. Organisms have
a circular genome that is read sequentially to generate behaviour, and
each letter in (a) represents a single computational command from the
available command set. The organism is shown in the process of creating
a copy of itself. Each organism lives in a single square in the environ-
ment. The different colours in (b) represent different types of organism.
In practice, environment sizes can be much larger than that shown in (b),
accommodating tens of thousands of organisms.
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general name of evolutionary computation, has been described in
various sources (e.g. [3], [207]).8

In a less salubrious line of development, the 1970s witnessed
the emergence of computer viruses [275]. One of the first exam-
ples of a worm that spread via the Internet, causing widespread
damage and attracting the attention of the mainstream media,
was Robert Morris’ Internet Worm of November 1988 [82]. A good
review of the history of computer viruses can be found in [268].

Much has been written about the developments described
above, in the works we have mentioned and elsewhere. We will
therefore leave our review of software self-replicators here and
turn our attention to recent progress in the implementation of
physical self-reproducing systems.

6.3 Physical Implementations

Over the last sixty years there have been many advances in physical
self-replicating systems, both at the macro-scale and at the molecu-
lar scale. A full discussion of many of the developments described
in this section, and references to a wide variety of other related
projects, can be found in [119], which covers work up to 2004. A
good review of work over the period 2004–2019 can be found in
[212].

Penrose’s early work on self-reproducing blocks (Sect. 5.3.1)
has inspired a lineage of further studies, ranging from systems
based upon magnetic [32, 301] or electromechanical [129] units to
those employing more complex programmable robotic units [273,
319]. These works have generally focused upon systems that can
produce exact copies of themselves (i.e. standard-replicators),
although some could in theory transmit heritable mutations and
thereby act as evo-replicators given sufficient time and raw
materials. However, the time and rather specialised environments
required for these systems to produce their offspring mean that
a great deal of further research and development is required to
produce a physical self-reproducing machine that exhibits any sig-
nificant evolutionary behaviour in practice.

8Many of the most notable early papers in evolutionary computation, includ-
ing some early work on artificial life ecosystems and papers by Nils Barricelli
(Sect. 5.2.1), have recently been republished in a single volume [111].
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At the same time, other researchers are exploring how addi-
tive manufacturing technology (3D printing) might be employed
for the fabrication of complete robotic systems. While the technol-
ogy is not yet at the stage of allowing the unassisted printing of a
full robot in the general case (including all the different materials
required for its electronics, actuators, power source, etc.), work
is rapidly progressing in that direction (e.g. [20, 162, 194, 185]).
In the meantime, a growing number of projects are investigating
the use of “human-in-the-loop” 3D printing systems to partially
automate the process of evolving new robot designs (e.g. [190,
140, 249, 36, 35, 132]). These lines of development might ulti-
mately lead to the creation of fully autonomous self-reproducing
and evolving systems (e.g. [30, 147]).

These developments are closely associated with the more
general field of evolutionary robotics, which emerged in the early
1990s alongside Artificial Life. While many interesting advances
have come out of this field, the majority of work tends to focus not
on self-reproduction but on the evolution of controllers which are
then implanted into robots of fixed physical form.9 A good review
of the field can be found in [300].

In the 1950s and early 1960s, Homer Jacobson (Sect. 5.3.2)
and Norbert Wiener (Sect. 5.5) had both suggested that a self-
replicating system could be developed using electronic circuits.
Forty years later, in the late 1990s, this idea was realised in the
Embryonics project, which aimed to develop an architecture for
highly robust integrated circuits with the capacity for self-repair
and self-replication [196].

As mentioned in Sect. 5.4.2, Konrad Zuse had started think-
ing about the potential of self-reproducing machines in the 1950s.
His main interests lay in the possible uses of maker-replicators, al-
though he also discussed the evolutionary potential of evo-maker-
replicators. After a decade of working on other projects, he re-
turned to the topic in the second half of the 1960s.

In 1967, Zuse published an article setting out some more
detailed ideas for the implementation of the technical germ-cell
that he had first discussed a decade earlier [317]. We devote
some time to it here because it is an extension of the work we de-

9The related fields of swarm robotics and self-reconfigurable modular robotics in-
volve systems whose physical form can change, although self-reproduction is not a
common concern in these fields either.
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scribed in Sect. 5.4.2, and because it has not been widely discussed
elsewhere.

In the paper he discussed the biological cell as the inspiration
for his idea of a technical germ-cell, providing an incentive for
“a project that at first seems absurd to continue given the state
of the art” [317, p. 58].10 Zuse introduced the concept of the
Rahmen (frame) of a self-reproducing system, being “the environ-
ment in which the systems are viable” [317, p. 59],11 including
all the external facilities required to provide the system’s inputs
and to accommodate its outputs. The inputs to the Rahmen might
include raw materials, energy, information, prefabricated parts,
tools, etc. [101, pp. 91–105]. He saw the degree of autonomy of
a self-replicator as depending upon the complexity of the Rahmen
required for its operation [317, p. 60]. The concept of a Rahmen
is therefore a formalisation of the question of how much a “self”-
replicator relies upon properties of its environment to achieve
reproduction. As we have seen previously, this issue was discussed
by von Neumann, Penrose and Jacobson before him, and we will
return to the issue in Sect. 7.3.

Zuse suggested that progress could be made in the challenge
of creating more autonomous self-replicators by making radical
simplifications in the standardisation of individual parts, thereby
reducing the inventory of parts required from the Rahmen [317, p.
61]. Regarding the question of information and control of the pro-
cess, he suggested that these systems could be kept external to the
self-reproducing system itself and supplied as part of the Rahmen
[317, p. 63]. Zuse acknowledged that this would raise the question
of the extent to which the resulting system could be called self -
replicating, but nevertheless he suspected that this would be the
most practically useful design approach. This exemplifies Zuse’s
focus on the manufacturing and construction aspects of the prob-
lem over the information and control aspects, which was in many
ways the opposite of von Neumann’s approach. In the paper Zuse
also discussed some of the potentially transformational uses of the
technology, not only on Earth but also, in the distant future, for
space travel and exploration. The paper ends with an appeal that,
although these ideas seem “a bit fantastic . . . we must have the

10“. . . ein Projekt, welches zunächst dem Stand der Technik nach absurd er-
scheint, weiterzuverfolgen” [317, p. 58].

11“die Umwelt dar, innerhalb deren die Systeme lebensfähig sind” [317, p. 59]
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courage to include such possibilities in our considerations” [317,
p. 64].12

Over the following years Zuse began building an automatic
assembly machine, the SRS72, as a starting point for a self-
reproducing system [100]. His plan was to simplify the practi-
cal difficulties of the system as far as possible by employing a
modular design built from standardised parts. However, it
appears that the machine was not completed to a working state,
and Zuse abandoned the project in 1974 for unknown reasons
[100]. The art conservator Nora Eibisch has recently written a
book (in German) describing Zuse’s work on the SRS72 [101]; a
more limited source of further information in English can be found
in Zuse’s autobiography [318].13

Zuse’s work brings to mind J. D. Bernal’s conception of self-
reproducing spacecraft for interstellar exploration (Sect. 4.2.1).
From the 1970s onward there has been a wide variety of further
developments in this area (e.g. [96, pp. 194–204], [222], [19,
pp. 578–586]). In 1979, Freeman Dyson set out a series of thought
experiments describing how various kinds of maker-replicators
could be used to transform desert regions on Earth and to
terraform other planets [96, pp. 197–203]. Dyson noted that the
exponentially increasing scale of operation, which was a common
feature of his examples and comes about without human interven-
tion once the first self-replicator has been set in motion, elicited a
sense of getting “something for nothing”:

The paradox forces us to consider the question, whether the de-
velopment of self-reproducing automata can enable us to override
the conventional wisdom of economists and sociologists. I do not
know the answer to this question. But I think it is safe to predict
that this will be one of the central concerns of human society in
the twenty-first century. It is not too soon to begin thinking about
it now.

Freeman Dyson, Disturbing the Universe, 1979 [96, p. 200]

12“. . . noch etwas phantastisch erscheinen, jedoch müssen wir den Mut haben,
auch solche Möglichkeiten in unsere Betrachtungen einzubeziehen” [317, p. 64].

13Additional sources of information include the Konrad Zuse Internet
Archive (http://zuse.zib.de/) and the website of the Deutsches Mu-
seum (http://www.deutsches-museum.de/de/ausstellungen/kommunikation/
informatik/filme/montagestrasse-srs72).
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It is fair to say that there is still no conclusive answer to Dyson’s
question, although it remains as relevant today as it was when
he raised it forty years ago. Echoing Zuse’s idea of a technical
germ-cell (Sect. 5.4.2),14 Dyson went on to discuss extending von
Neumann’s work by going beyond what he called the “unicellular
level” (i.e. a single monolithic machine) to build a “germ cell of a
higher organism” out of which could arise “descendants of many
different kinds [that] function in a coordinated fashion” [96, p.
202]. He suggested that an analysis is required of the minimum
number of conceptual components required to build a system that
can act as such a germ cell; this is related to Arbib’s fixed point
problem of components (Sect. 6.1)—we will further discuss this
topic in Sect. 7.3.1.

The most substantial exploration to date of self-reproducing
technology for the exploration and exploitation of other planets
was an extended study by NASA in 1980 ([119, pp. 42–51]) (see
Fig. 6.2). The team that conducted the study was led by Richard
Laing, whose earlier theoretical work on reproduction by self-
inspection we mentioned in Sect. 6.1. Another participant was
Robert Freitas, co-author of the book Kinematic Self-Replicating Ma-
chines highlighted at the start of this chapter. In their end-of-project
report, the team considered potential long-term outcomes of such
research, together with philosophical, ethical and religious ques-
tions that arose from it ([118, pp. 240–249], [179]).

The fear that such technology might become out-of-control and
ultimately pose a threat to the future of humanity was as real a
concern for these authors as it had been for Samuel Butler over
a hundred years earlier (Sect. 3.1). Although the primary focus
of the study was on maker-replicators, the report suggested that
“any machine sufficiently sophisticated to engage in reproduction
in largely unstructured environments and having, in general, the
capacity for survival probably must also be capable of a certain
amount of automatic or self-reprogramming” [118, p. 240]. And
yet, granting these machines any capacity for change and evolu-
tion opens the door to unforeseen and potentially catastrophic out-
comes.

Taking a somewhat different view, Freitas and Merkle later dis-
cussed the possibility of designing safe maker-replicator machines

14However, Dyson does not cite Zuse in his discussion.



108 Tim Taylor and Alan Dorin

Figure 6.2: Concept art for a self-growing lunar factory—one of the ideas
explored in NASA’s 1980 study of self-reproducing technology for space
applications.

that are inherently incapable of undergoing evolution; they of-
fered suggestions for how this might be achieved by “human-in-
the-loop” approaches where we retain the ability to regulate the
control architecture or supply of raw materials to the machines
[119, p. 199]. They concluded by recommending that “[a]rtificial
kinematic self-replicating systems which are not inherently safe
should not be designed or constructed, and indeed should be legally
prohibited.”

Although NASA did not take their 1980 project forward, work
on physical self-replicating systems for space exploration and
exploitation has continued in various forms. A good review of
developments in this area up to the early 2000s can be found in
[119], and a review of more recent work is given in [212]. We
highlight a few of these projects here just to give a flavour of
recent developments.

A number of researchers have proposed the use of 3D printing
as a practical means by which maker-replicator mining and man-
ufacturing machines might be developed on the Moon. For exam-
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ple, Philip Metzger and colleagues’ proposal, published in 2013,
features an evo-maker-replicator approach that begins with a sub-
replicating system, remotely operated from Earth, and “evolves
toward full self-sustainability . . . via an in situ technology spiral”
[206, p. 18]. The envisaged system would employ 3D printer-
based manufacturing along with a range of other technologies.
Metzger et al. argue that the development of such systems is now
economically feasible because of the discovery of lunar polar ice,
meaning that the Moon “has every element needed for healthy
industry” [206, p. 18]. Echoing the dreams of Bernal and others
before them, Metzger and colleagues suggest that their proposal
would allow the production of material and energy resources that
can be transported back to Earth, the terraforming of Mars, the
establishment of space colonies in the solar system and, eventu-
ally, the colonisation of other solar systems [206, p. 28].

With similar goals to those of Metzger and colleagues, work
by Alex Ellery addresses the challenge of designing self-replicators
built only from materials available on the Moon [104, 105]. Ellery’s
approach is also based upon 3D printers, but with a particular
focus upon what he regards as a key hurdle: the 3D printing of
motors. In addition, he outlines approaches to solving other key
aspects of a self-replicating machine, including printable electron-
ics and sensors, and the chemical processing of raw materials.
Ellery concludes that “[a]lthough there are many problems with
which to contend, there appear to be no fundamental hurdles”
[104, p. 325].

Elsewhere, Will Langford and colleagues have recently proposed
an approach to reduce the complexity of physical self-replicators
by using a small set of just thirteen basic part-types [183]. The
part-types are categorised into four functional groups: structural,
flexural, electronics and actuation. This work calls to mind Zuse’s
earlier proposal of simplfying the realisation of self-replication by
using a modular design built from standardised parts [100].

A number of researchers have suggested biologically-based
techniques for industrial activities in space. These include Lynn
Rothschild and colleague’s proposal for what they call myco-
architecture, which uses bioengineered fungi to generate surface
structures that could be grown in situ on other planets [254].
Another example is the recent BioRock experiment on the Inter-
national Space Station, which studied the feasibility of using bio-
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mining (the use of microorganisms to extract valuable materials
from ores) in microgravity environments [191]. If these kinds of
technologies prove viable, it is easy to envisage how they could be
incorporated as part of a bio-technological hybrid self-replicating
system for space applications.

At a smaller scale, progress is being made towards the goal
of molecular-level self-assembly and self-replication in the form of
wetware and nanobot systems. Reviews covering various different
flavours of this work can be found in [119, pp. 89–144, 201–217],
[62, pp. 66–71], [243], [27], [95] and [314]. In addition to techni-
cal progress in these areas, there has also been much debate of the
potential dangers of this work (e.g. [93, 23]). In 2000, the USA-
based think tank the Foresight Institute published a set of guide-
lines for the development of nanotechnology, which particularly
focused on replicator technology [113]. The guidelines recom-
mended against the development of designs that could withstand
mutation or undergo evolution. We look at more broad-ranging
efforts to develop guidelines for the responsible development of
advanced AI systems next.

6.4 Addressing the Risks Associated with
Self-Replicators

In recent years there have been increasingly well-organised and
multinational efforts to consider risks associated with the develop-
ment of advanced AI technology.

Several governments (including the US [215], the European
Parliament [106] and the UK [258]) have commissioned reports
on the future of AI in order to develop appropriate policies in
this area. The UK report noted that “the verification and valida-
tion of autonomous systems was ‘extremely challenging’ since they
were increasingly designed to learn, adapt and self-improve during
their deployment” [258, p. 16]. In developing the report for the
European Parliament, a study for the Committee on Legal Affairs
noted that “the self-replication of robots, and especially nanorobots,
might prove difficult to control and potentially dangerous for
humanity and the environment, thus requiring strict external con-
trol of research activities” [217, p. 11]. In a subsequent report for
the Commission on Civil Law Rules on Robotics, the Committee
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on Civil Liberties, Justice and Home Affairs stated that “robotics
and artificial intelligence, especially those with built-in autonomy,
including the . . . possibility of self-learning or even evolving to self-
modify, should be subject to robust conceptual laws or principles”
[81, p. 36].

At the same time, several new institutes have been established
to address these kinds of issues. A forerunner in this area is the
Foresight Institute, mentioned in the previous section. Other more
recent examples include the Future of Life Institute (Cambridge MA,
USA), the Future of Humanity Institute (Oxford, UK), the Centre
for the Study of Existential Risk (Cambridge, UK) and the Machine
Intelligence Research Institute (Berkeley CA, USA). One example of
their activities is the development (by the Future of Life Institute)
of what has become known as the Asilomar AI Principles15 to gov-
ern the safe, ethical development of powerful AI systems. At the
time of writing, over 3,800 AI researchers and other endorsers have
signed up to support these principles.16 Principle number 22 states:
“AI systems designed to recursively self-improve or self-replicate in
a manner that could lead to rapidly increasing quality or quantity
must be subject to strict safety and control measures.” We will
return to the discussion of risk management in self-replicator re-
search in Chap. 7.

* * *

We have now covered the full history of the idea of self-
replicator technology: from the initial inklings of the notion of self-
reproducing machines, first conceived of as standard-replicators in
the seventeenth century (Chap. 2); followed by the additional idea
born in the nineteenth century that machines might not only be
able to reproduce but also to evolve—evo-replicators (Chaps. 3–
4); up to the first serious theoretical treatments of the subject, the
crystallisation of the new idea of maker-replicators and the first
implementations of self-reproducing machines in the mid-twentieth
century (Chap. 5); and ending with an overview of more recent
developments up to the present day (this chapter). Turning to the
final chapter, we will now offer some of our own thoughts on what
has been achieved, the various goals that have driven this research,

15https://futureoflife.org/ai-principles.
16https://futureoflife.org/principles-signatories/



112 Tim Taylor and Alan Dorin

technical issues that remain unresolved and prospects for future
developments.



Chapter 7

The Next Evolution:
Reflection and Outlook

Having reached the end of our review, we now take a step back to
assess the implications of the work we have described, the
issues that remain unresolved, and the key questions for future
research. Later in the chapter we consider technical details and
practical problems relating to implementations of self-replicators,
and conclude with a discussion of what we consider to be the most
likely directions for future developments. But first we consider the
narratives and future worlds imagined by the earliest commenta-
tors.

7.1 Narratives of Self-Replicators

As demonstrated in the preceding chapters, the early history of
thought about self-reproducing and evolving machines unveils a
diverse array of hopes and fears. These contributions show that
current debates about the implications of AI and ALife for the
future development of humankind are actually a continuation of
a conversation that has been in progress for many centuries. In
this section we look at the main recurring themes that are ap-
parent in the early works of scientific, philosophical and fictional
literature. We focus in particular on the nineteenth century writing
of Butler (Sect. 3.1), Marshall (Sect. 3.2) and Eliot (Sect. 3.3), the
early twentieth century literary work of Forster (Sect. 4.1.1) and

113
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Čapek (Sect. 4.1.2), the early pulp sci-fi work by Wright, Camp-
bell, Manning, Williams and Dick (Sect. 4.1.3), and Bernal’s early
scientific speculations (Sect. 4.2.1).

7.1.1 Takeover by Intelligent Machines

Perhaps the most prominent theme apparent in these works is the
fear that machines might evolve to a level where they displace
humankind as the dominant intelligent species. While some
writers proposed more positive, co-operative alliances between
humans and machines—including Butler, Marshall, Wright, Camp-
bell and Bernal—none was fully convinced by this outcome, and all
discussed less desirable possibilities elsewhere in their writings.1

The idea that we ourselves are creating our own successors can
be seen in the work of Butler, Eliot, Čapek, Wright and Campbell.
Some saw this not as a development to be feared but rather as a
way in which the reach of humankind might be extended beyond
the extinction of our species; examples include Čapek, Campbell
(in The Last Evolution) and Williams.

Most saw the evolution of increasingly intelligent machines as
an inevitable process. In the work reviewed in Chaps. 3–4, only
Čapek engages significantly with the idea that humans might ex-
ert some control over the robots’ reproduction. Less optimistically,
Butler and Bernal thought this could likely only be achieved by
humans forsaking the development of technology altogether.

The idea of self-repairing machines is present in the work of
Eliot, Forster, Campbell (in The Machine) and Bernal, and this is
indeed a theme in current evolutionary robotics research.2 In con-
trast, we are unaware of any serious scientific investigation of the
idea of self-designing machines, which appears in the sci-fi work
of Wright, Campbell and Dick—the closest we get to it is in work
on Lamarckian evolution, such as that of Richard Laing described
in Sect. 6.1.3 These sci-fi authors portray self-design as a route
by which the pace of machine evolution can accelerate through a

1Marshall is a possible exception, although his goal was to propose a model of
biological learning and intelligent behaviour rather than to predict the future of
humankind.

2Examples include [28] and [71].
3Despite the lack of significant scientific developments in this area, the topic

of self-designing machines is nevertheless a recurring theme in recent discussions
about the future of AI. We say more about this in Sect. 7.1.4.
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process of self-reinforcement; these works, and Butler’s and
Marshall’s before them, strongly foreshadow current interest in the
ideas of superintelligence and the technological singularity.4

7.1.2 Implications for Human Evolution

Beyond the idea that machines might become the dominant
intelligent species, the reviewed works have explored a number of
potential implications of self-reproducing machines for the future
direction of human evolution.

In Erewhon Butler envisaged that humans might become weaker
and physically degenerate due to reduced evolutionary selection
pressure brought about by all-caring machines. Eliot and Forster
foresaw a similar outcome. In contrast, an alternative outcome ex-
plored by Butler (in Lucubratio Ebria) and Bernal is that human
abilities might become significantly enhanced by the incorporation
of increasingly sophisticated cyborg technology.

Several authors emphasised that humans and machines are
engaged in a co-evolutionary process. In Lucubratio Ebria But-
ler suggested that this closely coupled evolution of humans and
machines might increase our physical and mental capabilities. In
particular, he proposed that intelligent machines might change the
environment in which humans develop and evolve, thereby influ-
encing our own evolutionary path and intertwining it with that of
the machines; this idea foreshadows the modern concept of biolog-
ical niche construction [219]. In The Last Evolution Campbell envis-
aged a positive outcome of this co-evolution, with human creativ-
ity working in harmony with machine logic and infallibility. Butler
in Erewhon, however, was more dubious of the process, conjuring
an image of machines as parasites benefiting from the unwitting
assistance of humans in driving their evolution.

Beyond the discussion of evo-replicators, these early works also
explored potential applications of standard-replicators. In particu-
lar, various authors envisaged these as a technology to allow hu-
mankind to explore and colonise other planets. The properties
of self-repair and multiplication by self-reproduction are seen as
essential for attempts to traverse the immense distances of
interstellar—or even intergalactic—missions. Bernal’s vision is of

4We previously mentioned this in relation to the work of Butler (Sect. 3.1) and
Marshall (Sect. 3.2). See in particular our comments in footnote 8, p. 29.
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self-repairing and self-reproducing living environments to allow
multiple generations of humans to survive such journeys. Williams,
and Dick (in Autofac), have our robot successors making the jour-
ney in place of us. More recently, Tegmark (Sect. 6.1) suggested
that an advanced AI might make the journey by itself but then re-
build the human race from manufactured DNA once it arrives at its
destination.

7.1.3 Implications for Human Society

In addition to imagining consequences for human evolution, these
authors also envisaged how human society and the lives of
individuals might be affected by the existence of superintelligent
machines.

The prospect of humans becoming mere servants to machines
was raised by Butler (in Darwin Among The Machines), Wright and
Manning. However, Butler suggests that this might not necessar-
ily be a detrimental development—the machines would likely take
good care of us, at least for as long as they still rely upon humans
for performing functions relating to their maintenance and repro-
duction.

Many of the works explore how humans might spend their time
in a world where all of their basic needs are taken care of by
beneficent machines. In Forster’s work, humans engage in the
exchange of ideas and academic learning (mostly about the history
of the world before the all-nurturing Machine existed). Similarly,
Bernal suggests that we would be free to pursue science and also
other areas of uniquely human activity including art and religion.
Individuals in Campbell’s The Machine are chiefly occupied with
playing physical games and pursuing matters of the heart. They
also develop an unhealthy reverence to the Machine as a god, to
the extent that the Machine ultimately decides to leave that planet
so that the humans can learn to live independently again.

Likewise, Butler (in Erewhon) and Bernal discuss the possibility
that humans might separate from machines at some point in the
future, although in their works, in contrast to Campbell’s, this is
a decision made by the humans rather than the machines. Bernal
also considers the possibility that the human species might
ultimately diverge into two, with one group pursuing the path of
technological co-evolution, and the other rejecting technology and



Rise of the Self-Replicators 117

searching for a simpler and more satisfying existence more at one
with nature.

7.1.4 The Narratives in Context

In surveying the futures envisaged by these early thinkers, we
should be mindful of the potential for a dystopian bias in their
works—the vast majority of which were written by young, white
men [251].5 Indeed, Max Tegmark has recently summarised a
much broader range of alternatives for how the future relation-
ship between humans and advanced AI might unfold, covering
the whole utopian/dystopian spectrum [284]. It is certainly true
that the large-scale mechanical self-reproducing machines envis-
aged by these early authors have not yet been realised. Neverthe-
less, as outlined in Chap. 6, research continues on the development
of standard-replicators, evo-replicators and maker-replicators, in
hardware and in software. Sustained thought, discussion and plan-
ning for a future shared with self-replicator technology is therefore
essential.

In Chap. 1 we identified three major steps in the intellectual
development of the field. It is instructive to consider how the
context and assumptions of each of these steps have influenced
the work described, and how alternative perspectives at each step
might suggest different avenues of research.

The first step grew out of the idea that animals could be viewed
as machines and vice versa (Sect. 2.1). This perspective will
suggest very different kinds of self-reproducing machine depend-
ing on one’s conception of the design of organisms. There were
many different views on this topic in the seventeenth and
eighteenth centuries (for a discussion of these, see, e.g. [250, ch. 3],
[117], [94]). If, for example, one took the view of the eminent
eighteenth century French physician Théophile de Bordeu, of the
living body as a decentralised being akin to a swarm of bees
([123, pp. 138–139], [210, p. 56])—or, indeed, any of the subse-
quent views of organisms as self-organising systems, from Kant to
Maturana and Varela [307]—one might arrive at a very different
design for a self-reproducing machine than that instantiated in von
Neumann’s cellular model.

5For a more general discussion of the role of cultural context in the portrayal of
fictional robots, see [274].
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Rather than von Neumann’s complex monolithic design, a
“swarm-like” self-reproducing system might comprise a factory of
thousands or millions of machines that achieve production
closure, material closure and collective reproduction as a whole
(see Sect. 7.3.1 for further discussion of closure).6 Indeed, the idea
of the collective self-reproduction of a diverse group of machines
was raised by Butler in Erewhon (Sect. 3.1) and was implicit in
Čapek’s play R.U.R. (Sect. 4.1.2). The idea was central to Konrad
Zuse’s concept of a “self-reproducing workshop” (Sect. 5.4.2) and
also to some of the more recent proposals for space exploration and
exploitation discussed in Sect. 6.3. However, few of the other re-
cent software or hardware implementations mentioned in Chap. 6
have employed significantly decentralised designs.

Furthermore, there are other aspects of the design of self-
reproducing machines that might be influenced by one’s concep-
tion of the essential, relevant or typical traits of organisms—of
what kind of thing a living organism is. The apparently self-
generative nature of embryonic development has been a central
topic of debate for biologists, physicians and philosophers from
Aristotle to modern times ([216], [253], [250, ch. 8]). Von
Neumann’s self-reproducing automata in his cellular model build
offspring by constructing a full “adult” copy of themselves as
directed by the genetic information recorded on the information
tape. In contrast, multicellular biological organisms pass on ge-
netic information which enables their embryonic offspring to “build
themselves”—and, in so doing, they allow for the development
of the final form of the organism to be influenced epigenetically
by the environment in which they find themselves. Few of the
studies reviewed here have touched upon this topic, although it
was raised as an issue by Dyson and was also discussed in the NASA
study report [118, p. 199] (Sect. 6.3).7

6Von Neumann’s theoretical work on the logic of self-reproduction did not com-
mit to any particular design, but the cellular model design has become particularly
associated with his work as it was the only practical example that he produced
before his death.

7There has been a small amount of work on this topic (e.g. [38, 39]) but
much remains to be studied, especially in relation to utilising physical and self-
organisational properties of the environment to influence and assist the develop-
ment of the offspring.
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As identified in Chap. 1, a vital component of the second major
step of the intellectual development of the field was the acceptance
of the idea that animals had evolved. Von Neumann’s theoretical
work, and the early experimental work on evo-replicators by Bar-
ricelli, Penrose and Jacobson, discussed in Chap. 5, adopted an
essentially modern neo-Darwinist perspective. That is, the primary
mechanism by which improvements could appear in these systems
was by fortuitous mutations of the genetic information passed from
parent to offspring.8

However, when designing self-reproducing machines, we have
free rein to equip them with alternative mechanisms for transmit-
ting information from one generation to the next, beyond genetic
inheritance. We could, for example, equip the machines with the
ability to engage in inter-generational learning and cultural trans-
mission like human societies.

More radically, we might also implement mechanisms that are
completely unavailable to any biological species.9 For example, if
we have a particular goal in mind, we could apply directed muta-
tions in a machine’s genetic information to induce specific changes
in its offspring. Similarly, the direct transmission to offspring of
characteristics acquired during an individual’s lifetime (Lamarck-
ian evolution) is rejected as a mechanism for biological evolution
by neo-Darwinism,10 but it might nevertheless be possible, and
even useful, for machine evolution. For example, we might equip
a parent machine with the ability to directly copy its “brain state”
(the state of its control systems after a lifetime of learning about its
environment) directly into its offspring’s brain.11 As discussed in
Sect. 6.1, there have been some limited explorations of the evo-

8In Barricelli’s studies (Sect. 5.2.1), he also observed the crossing of genetic ma-
terial from one symbioorganism to another, which might be interpreted as genetic
recombination or horizontal gene transfer, but these processes still fall within the
neo-Darwinist picture.

9The idea that we might be able to implement novel mechanisms to improve the
efficiency of the evolutionary process in searching for specific goals in the context
of AI is certainly not a new one. For example, it was discussed by Alan Turing in
his seminal work Computing Machinery and Intelligence, published in 1950 [295, p.
456] (we mentioned Turing’s work in Sect. 5.5).

10Note, however, that there is currently a renewed interest in the importance of
some forms of transmission of acquired information in biological evolution [149,
181].

11Such a “Lamarckian” system was indeed discussed in the NASA report [118, p.
244].
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lutionary potential of Lamarckian self-replicators. At the same
time, various authors have questioned the reliability of Lamarck-
ian reproduction architectures, specifically those implemented by
means of a machine actively inspecting its own body (see, e.g.,
[4, pp. 211–214]). More research is required to really understand
how the performance of these kinds of systems compares to stan-
dard neo-Darwinian designs.

Even more radically, a parent machine might create more
advanced offspring by intentionally designing an improved form
itself rather than relying upon genetic mutations or the cultural
transmission of information. This notion of self-designing machines
was present in some of the early sci-fi stories discussed in
Sect. 4.1.3, but we are unaware of any serious scientific investi-
gation of the idea. Despite the lack of tangible progress in this
area, the potential of self-designing machines to develop advanced
levels of intelligence, and to follow goals that are not necessarily
aligned with our own, are very much topics of concern in current
debates about the risks associated with the development of AI. In
particular, it has been cautioned that a machine that can design
a better version of itself could lead to a succession of ever more
intelligent machines, each one an improvement on its predecessor,
in a process of recursive self-improvement [29, p. 35]—a kind of
supercharged evolutionary process.

As previously mentioned, a good discussion of the full range of
possible outcomes of this kind of technology and their implications
for humankind, spanning the complete spectrum from utopias to
dystopias and various intermediate outcomes, has recently been
provided by Max Tegmark [284, ch. 5]. The development of AI
capable of recursive self-improvement is covered by the Asilomar AI
Principles (Sect. 6.4); these were formulated at a meeting of some
of the world’s leading AI researchers in 2017, and they include a
policy promoting strict safety and control measures for AI systems
designed to recursively self-improve.

Having considered the context in which these discussions and
research unfolded, in the following sections we look at differences
in the technical approaches adopted in the implementations of self-
replicator technology described in Chaps. 5–6. We also highlight
some of the technical issues that remain to be solved in this work,
and offer suggestions of which particular lines of research are most
likely to succeed in the short-term and the long-term future. In
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order to do that, it is helpful to first take another look at the various
goals and purposes that different researchers have in mind when
pursuing this work.

7.2 Purpose and Goals of Research on
Self-Replicators

Throughout this book we have made the distinction between three
different flavours of self-replicator. As introduced in Sect. 1.3,
work on standard-replicators covers the basic design requirements
and potential applications of machines that can faithfully produce
copies of themselves; work on evo-replicators embraces the evo-
lutionary potential of self-reproducing machines as a route to the
automatic generation of complex AI; and work on maker-replicators
emphasises the manufacturing possibilities of self-replicating
universal constructors—many of those working in this area actively
seek to avoid the possibility of evolution that might lead to unan-
ticipated behaviours.

We can also make an orthogonal distinction between the
reasons people have for pursuing this research. We can broadly
categorise the projects described in our review as having either
scientific, commercial or sociological goals as their driving forces.12

Scientific goals include contributing to our understanding of
the origins of life and elucidating the general design of living or-
ganisms. Of the work we have reviewed, Barricelli (Sect. 5.2.1),
Penrose (Sect. 5.3.1) and Jacobson (Sect. 5.3.2) were primarily in-
terested in the former goal, whereas the latter was a component of
von Neumann’s interest in the topic (Sect. 5.1.1). Work towards
these goals tends to focus primarily on evo-replicators (or in some
cases, including von Neumann’s work, on evo-maker-replicators).

The obvious commercial reason for pursuing research on maker-
replicators is the potential to totally transform the economics of
the production of goods, with the prospect of an exponentially
increasing and theoretically unlimited yield from a fixed initial pro-
duction cost.13 This was a central component of Moore’s discussion

12These are not necessarily exclusive categories. We might also add philosophical
goals in some cases. We have not included engineering goals because the question
of why one is trying to engineer a self-reproducing system would ultimately fall into
one of the other categories specified.

13Of course, the yield would in practice be limited by the availability of resources.
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(Sect. 5.4.1), and it was discussed in more detail in later work by
Dyson and in the NASA study (Sect. 6.3).

Commercial goals for evo-replicators include the evolution of
artificial intelligence in a variety of settings. While some people
view evolutionary ALife as a path to AGI (Sect. 6.1), others pursue
it for different commercial reasons. One example is using evolu-
tion to generate rich virtual worlds populated by whole ecosystems
of virtual organisms of different kinds; here, the focus is not on
achieving human-level—or even human-like—intelligence, but on
reproducing biological evolution’s capacity to generate a wild di-
versity of interacting species of varying levels of complexity [278].

There are two major sociological reasons for studying self-
reproducing systems that have emerged from our review and that
are also evident in the discussion on narratives in the previous
section. The first is the view that the evolution of technology is
already an unstoppable process, and that self-reproducing
machines may either be an inevitable component of humankind’s
future on Earth or may indeed displace us to become the dominant
species. This was a central concern in Butler’s work (Sect. 3.1) and
also a common theme in sci-fi stories (Sect. 4.1.3). The
second reason is that self-reproducing machines could be a means
by which humans—or their technological offspring—might even-
tually colonise other solar systems and other galaxies. This was a
core part of Bernal’s investigation (Sect. 4.2.1), and it has been the
focus of some of the more recent studies described in Sect. 6.3.

Bearing these different goals in mind, and also the underly-
ing context and assumptions behind the work we have described,
we now delve into a more detailed discussion of the contrasting
approaches to the design and implementation of self-reproducing
machines in the work we have reviewed. As we’ll see, there is a
strong connection between the goal of the research and the design
approach adopted.

Any closed environment would therefore impose a ceiling on the population size of
machines that it could support. This kind of restriction would be lessened in cases
where machines could expand into new environments, such as travelling to other
planets.
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7.3 The Process of Self-Reproduction

As described in Sects. 5.2–5.3, the first implementations of self-
reproducing systems, such as Barricelli’s computational symbioor-
ganisms and Penrose’s physical blocks, were simple compositions
of a small number of elementary units. These stand in great
contrast to von Neumann’s complex designs (Sect. 5.1.1). What
are we to make of the contrast between these seemingly vastly
different approaches?

In Chap. 1, we stated that no system was truly self -reproducing,
but that the process is always the result of an interaction between
a structure to be copied and the environment in which it exists.
This observation has been emphasised by almost every author who
has considered the technicalities of the process in detail, including
most of those discussed in Chap. 5 such as von Neumann, Pen-
rose, Jacobson and Ashby, and in Zuse’s later work too (Sect. 6.3).
The minimal level of complexity required in the design of a self-
reproducing machine depends upon the environment in which it
operates, and the extent to which the machine can utilise processes
and features of the environment to aid its reproduction; the more
the machine can “offload” the process of reproduction to the envi-
ronment by relying upon the laws of physics14 to do the job for it,
the simpler the machine can be. On the other hand, the more the
process of self-reproduction is explicitly controlled by the machine
itself (thereby requiring a more complex machine), the wider the
variety of different environments in which it might potentially be
able to reproduce.

Answers to questions about the desired complexity of the
elementary units of a self-reproducing machine, the features of a
suitable environment in which it is to operate, and the appropriate
relationship between the machine and its environment,
depend on the researcher’s goals.15 In the previous section we
already discussed the different reasons people have had for study-

14In physical systems, and also in the kind of “fully embedded” computational
dynamical systems considered by von Neumann and by Barricelli, all action is ulti-
mately determined by general laws of dynamics that act upon objects in the system.
In the real world, these are the laws of physics and chemistry. In the following dis-
cussion, we use the term “laws of physics” to refer to these general laws of dynamics
in any system, either physical or computational.

15See [276] and [277] for further discussion of this issue in the context of cre-
ativity in computational evolutionary systems.
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ing self-reproducing machines, and their associated goals.
One general observation apparent in the implementations

reviewed in Chaps. 5–6 is that those focused on maker-replicators
tend to be much more complex than those focused on evo-
replicators. To examine this observation in more detail, in the
following sections we discuss the differences between maker-
replicator designs and evo-replicator designs. Maker-replicators,
on the one hand, are exemplified by von Neumann’s “top-down”
design approach; that is, the starting point of his work was a
theory-driven design of a complex machine (a universal construc-
tor). Using this overall design as a guide, with much effort and in-
genuity he then developed the low-level design details of a working
implementation (his cellular model). This standard “engineering”
approach to the problem resulted in a monolithic architecture of
hundreds of thousands of parts. Evo-replicators, on the other hand,
are exemplified by the “bottom-up” design approaches employed
by Penrose, Barricelli and Jacobson; their designs comprised only a
few relatively simple parts that, their designers anticipated, would
evolve increased complexity over time.

7.3.1 Maker-Replicators: The Top-Down Approach

As described in Sect. 5.1.1, von Neumann was interested in pro-
ducing machines that could perform arbitrary tasks of vast com-
plexity. He used self-reproduction as a means to this end, realising
that his objective could be achieved by designing a machine that
could build another machine more complicated than itself. His goal
required that the machines could perform other tasks in addition to
reproduction, and that the complexity of the additional tasks could
increase from parent to offspring. In other words, von Neumann’s
goal was to build not just a maker-replicator but an evo-maker-
replicator, and it is for these reasons that his architecture features
both the capacity for universal construction and for evolvability.

The self-reproducing automata of von Neumann’s cellular
model were embedded in their environment; that is, they were
made of the same elementary parts as the rest of the environment
and were subject to the same dynamics or laws of physics. Von
Neumann designed the model this way because the ability of the
automata to operate upon the same “stuff” from which they were
themselves made, and thereby to construct new automata them-
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selves, was fundamental to the problem. However, the type of en-
vironment provided by the cellular model was very different to the
physical environment experienced by biological organisms. It was
a discrete, digital space lacking basic concepts from the physical
world such as the conservation of matter or notions of energy or
force. Of course, von Neumann deliberately set aside such issues in
order to focus upon the logical issues involved in self-reproduction
and the evolution of complexity.

For reproduction in a physical environment, von Neumann’s ar-
chitecture would need to be extended to deal with processes such
as the collection, storage and deployment of material resources
and energy.16 Once these are included, it is likely that the ma-
chine would need to be able to withstand perturbations, maintain
its organisation and self-repair.17 Several authors have pointed out
that real-world self-reproducing machines would also have to deal
with clearing up dead parts and recycling parts if the environment
is not to become clogged with waste (e.g. [151, p. 262], [96, p.
198], [118, p. 239]).

Even more fundamentally, when moving from the idealized
space of von Neumann’s cellular model to a physical implementa-
tion of a complex maker-replicator, issues relating to closure
become substantially more challenging. We can separate these is-
sues into two categories, those relating to production closure and
those relating to material closure. The property of production
closure is satisfied if every component of the self-reproducing
machine can be constructed by the machine itself. The property
of material closure is satisfied if the machine is able to collect from
within its operating environment all of the raw materials required
to build its offspring.18

Von Neumann’s architecture for a self-reproducing machine

16As mentioned in Sect. 5.1.1, von Neumann planned to return to some of these
issues later [303, p. 82] but did not reach that stage before his early death.

17As discussed by Moore, it is possible that if the machine reproduced fast enough,
then a certain level of failure could be tolerated, hence reducing the need for self-
maintenance [208, p. 121]. However, if we wish to allow for the evolution of
arbitrarily complex machines with potentially much longer net reproduction times,
they would likely have to engage in self-maintenance at some stage.

18We might also add energy closure to this list—the property of the machine being
able to obtain from its operating environment all of the energy required for its
operation and reproduction. Alternatively, this could be viewed as an aspect of
material closure.
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provides a high-level design of one possible approach to achiev-
ing production closure, although it gives little specific guidance
for how such a machine might be constructed in practice. His
cellular model, and the follow-up studies by others mentioned in
Sects. 6.1–6.2, provide example implementations in software, but
these designs do not translate easily to physical realizations where
much more attention is required to considerations of materials, en-
ergetics and so on. Recent developments in 3D printing (Sect. 6.3)
are moving in the direction of production closure, but the fact re-
mains that this is still an unsolved problem for physical machines
in the general case.

Production closure is what Arbib referred to as the “fixed point
problem of components” (Sect. 6.1); he, and von Neumann before
him, thought there would be some minimum level of complexity
of machine that was able to achieve production closure. Think-
ing in terms of manufacturing machines made out of parts drawn
from a relatively small list of basic types (e.g. sensors, motors,
structural, computational, cutting, joining, etc.), von Neumann ar-
gued that “[t]here is a minimum number of parts below which
complication is degenerative, in the sense that if one automaton
makes another the second is less complex than the first, but above
which it is possible for an automaton to construct other automata
of equal or higher complexity” [303, p. 80]. Zuse’s concept of a
self-replicator’s Rahmen (Sect. 6.3) is useful here, in reminding us
that the threshold complexity required for production closure of
a self-replicator will depend upon the complexity of the external
facilities that it requires to sustain its activity. A small number of
recent publications have reported advances in the theory of pro-
duction closure (e.g. [156]), but it remains a core issue to be tack-
led in future work.

While von Neumann’s work addressed at least the high-level
logical aspects of production closure, it completely ignored issues
relating to material closure. In his cellular model, the self-
reproducing machine could generate new parts out of thin air when
constructing its offspring. More recently, those working on maker-
replicator designs for space applications have paid the most
attention to this problem; examples include the 1980 NASA study
and the work of Metzger and colleagues mentioned in Sect. 6.3.
Nevertheless, the construction of a physical maker-replicator with
full material closure remains a distant dream.
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Zuse’s idea of simplifying the design of a maker-replicator by
employing a modular approach using standardised parts (Sect. 6.3)
would presumably help to alleviate the problems associated with
both types of closure. However, he did not complete a full design
for a machine of this kind, nor has this been achieved in any sub-
sequent work on physical maker-replicators.

If and when these issues of production closure and material
closure in physical maker-replicators are resolved, solutions would
still be required for the other problems mentioned relating to
energetics, self-repair and dealing with waste products. It is
theoretically possible that a human designer could develop a much
more complicated version of von Neumann’s self-reproducing
machine which included all of these features. However, the col-
lective experience of roboticists and AI researchers in the sixty
years since von Neumann’s death suggests that it is easier to design
machines that can cope with unknown real-world environments
by allowing them to learn and adapt, either by lifetime learning
or by evolution. For real world applications, the possibility of a
human designer foreseeing all possible situations and equipping
the machine to deal with them is simply not a viable alternative.

One potential solution to this problem would be to design a
much simpler replicating machine to place in the environment.
The aim would then be to have it evolve towards the capacities
of von Neumann’s architecture. This approach might alleviate the
need for a complex human-engineered machine designed from first
principles. Instead, natural selection would test and pass (or fail)
each aspect of the machine’s design in the context of its environ-
ment.

To fully achieve von Neumann’s vision, we might therefore have
to (at least partially) tackle the “origins problem” (Sect. 5.1.1) that
he had originally intended to set aside. This would greatly expand
the breadth of problems to be addressed. We would like to en-
sure that the process eventually arrived upon a von Neumann-like
architecture with universal construction capabilities, along with
the additional capacities mentioned above for dealing with the
physical realities of materials, energetics and so on—and prefer-
ably did so via a reasonably efficient route. This would present us
with the challenge of how to guide evolution in the desired direc-
tion. As daunting as this seems, we would at least have biology to
guide us, as this is precisely the challenge that biological evolution
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faced, and conquered, during the early stages of the development
of terrestrial life.

However, endowing physical self-reproducing machines with
the capacity to evolve is a strategy with many potential risks for our
species, for our environment, and for life in general. As we have
seen already, there are explicit cautions against developing these
kinds of systems in the Foresight Institute guidelines (Sect. 6.3)
and in the Asilomar AI Principles and other initiatives described in
Sect. 6.4.

A related proposal that relies less on the wide-ranging evolu-
tionary potential of the self-reproducing system itself is Metzger
and colleagues’ idea of developing a fully self-reproducing system
from an initially subreplicating version by an “in situ technology
spiral” (Sect. 6.3). As we saw in Chaps. 5–6, various authors have
focused more generally on the design of maker-replicators with
less emphasis on the capacity for evolution (or in many cases with
the desire to actively avoid any such capacity). Examples include
the early speculations of Moore (Sect. 5.4.1) and some of the more
recent studies on physical implementations by NASA and others
(Sect. 6.3). The focus of many of these projects is on controllabil-
ity and robust operation, meaning that they likely have less need
to adapt and evolve than von Neumann’s design. These kinds of ar-
chitectures seem more likely than von Neumann’s to be developed
into practical physical implementations in the near- to mid-future.

7.3.2 Evo-Replicators: The Bottom-Up Approach

As described above, the first implementations of evo-replicator
systems, such as Barricelli’s computational symbioorganisms and
Penrose’s physical blocks, involve radically simpler designs than
those employed in the maker-replicator studies of von Neumann
and others.

The self-reproducing entities in these systems are aggregates
built from only a handful of basic types of unit, and the basic
units are assumed to exist in plentiful supply within the system’s
operating environment. This bottom-up approach of creating self-
reproducing aggregates out of linear chains of simple parts signif-
icantly reduces the closure issues faced by more complex maker-
replicators; but the price paid for this is the self-replicators hav-
ing a greatly reduced behavioural repertoire—they are no longer
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capable of universal construction. The major question facing the
bottom-up approach is therefore, is it possible for these simple self-
reproducing aggregates to eventually evolve much more complex
behaviour, and if so, how?

In the biological world, life has evolved from very simple
beginnings to modern organisms that instantiate something like
von Neumann’s architecture as part of their design.19 There are
many open questions about how the genetic architecture evolved
to its modern state, such as (1) what were the architectures of the
original and intermediate stages of biological life? and (2) what
properties of the architectures and the environment ensured that
each stage had enough evolutionary potential to eventually bring
forth the next stage? These are active research questions in stud-
ies of the origins of life, and results from that area will doubtless
influence future work on designing evo-replicator machines.

A key question when designing self-replicator systems is, what
is the appropriate level at which to start? Designing a mechani-
cal equivalent to the hypothesised conditions of the origins of life
could provide our system with the most unrestricted evolutionary
potential, but we might have to wait a very long time for any com-
plex or useful behaviour to emerge from it.20 Some intermediate
level between a primordial soup and a full implementation of von
Neumann’s architecture would be a more practical starting point.
However, the appropriate starting point is heavily dependent on
whether a project’s focus is on maker-replicators or evo-replicators,
and on the specific goals of each individual research programme.

It is useful to consider the simpler designs for self-reproduction
studied by Penrose and Barricelli—how do the architectures of
these systems influence their evolutionary potential?21 Penrose’s

19We are referring here to the fundamental aspects of life’s genetic architecture
such as the translation of genetic information to determine an organism’s form and
activity, and the copying of the genetic information during reproduction. These
aspects, which were central to von Neumann’s reasoning about evolvability, are
present in all modern organisms—not just in complex eukaryotic organisms such as
ourselves but in bacteria and archaea as well.

20Various estimates of time spans for the artificial evolution of intelligent species
have been proposed in the literature, including those of L. L. Whyte in the 1920s
mentioned in Sect. 4.2.1 (footnote 11, p. 53).

21In Jacobson’s implementation of self-reproduction in his model railway system
(Sect. 5.3.2), the information driving the machine’s operation was not explicitly
copied from parent to offspring but assumed to be present in one of the elementary
units. While he did discuss how the design might be significantly extended to allow
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most complicated models (Sect. 5.3.1) allowed chains of arbitrary
length (and therefore carrying an arbitrary amount of information)
to be reproduced. But for the information to become evolution-
arily relevant, it must have some effect on the chain’s ability to
reproduce. While Penrose discussed this issue [234, pp. 112–114],
Barricelli actually experimented with the idea by allowing his
symbioorganisms to encode strategies for playing games that would
determine their success at competing against neighbouring sym-
bioorganisms for space (Sect. 5.2.1).

However, Barricelli’s approach was deficient in that his sym-
bioorganisms, unlike Penrose’s linear chain replicators, could not
carry arbitrary information. Only very specific configurations could
be viable self-reproducers because they were collectively autocat-
alytic organisations; that is, their constituent elements all had to
be placed in particular positions relative to each other in order
for the structure as a whole to reproduce. Furthermore, while the
approach provided the symbioorganisms with some phenotypic
“toy bricks” to play with, the system was designed with a simple
fixed mechanism for translating a symbioorganism’s configuration
into a game playing strategy. Tac Tix was (literally) the only game
in town, and if and when a symbioorganism mastered it, there was
no other avenue along which it might improve itself.

7.3.3 Top-Down and Bottom-Up Approaches Compared

In contrasting von Neumann’s architecture for an evo-replicator
(specifically, an evo-maker-replicator) with examples of trivial self-
reproduction, author William Poundstone remarked that “[t]he
important thing was that the self-reproducing know-how reside in
the aggregate machine rather than in any of the raw materials”
[239, p. 131]. As we stated earlier, this issue of where the “self-
reproducing know-how” resides was discussed by von Neumann
(Sect. 5.1.1), Penrose (Sect. 5.3.1), Jacobson (Sect. 5.3.2) and
Zuse (Sect. 6.3), among others. The progressively more explicit

for the explicit copying of this information, he did not implement such a system.
Evolution in his implemented system would therefore be considerably restricted
compared to the designs of Penrose or Barricelli, because it would rely upon fortu-
itous mutations of the elementary units themselves, whereas novel patterns in the
other systems could emerge simply by recombining elementary units in different
ways. Hence, we regard Jacobson’s design as relatively impoverished compared to
the others in this respect, and do not discuss it further here.
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specification of the method of reproduction by the machine itself
is potentially self-reinforcing, as the more the know-how resides
in the information stored in the machine rather than in the laws
of physics, the more subject to mutation and evolution the pro-
cess will be; this could eventually lead to the emergence of more
sophisticated and complex forms of reproduction.

Although some of the evo-replicator systems designed or pro-
posed by Penrose and Barricelli did allow the machines to explic-
itly carry information of potential relevance to their chances of re-
production,22 a significant difference between their designs and
von Neumann’s is that in the latter, the information passed from
parent to offspring was processed by an interpreter that was itself
part of the machine, and was therefore also described on the ma-
chine’s information tape. Hence, the information on the tape could
be expressed in an arbitrary language defined by the interpreter.
This opens up the possibility that the language in which genetic in-
formation is expressed could itself evolve, becoming progressively
more efficient at expressing how to construct complex machines. In
contrast, in Penrose’s and Barricelli’s systems the information was
processed according to a fixed language of interpretation, which
we could regard as being part of the laws of physics of the system.

However, in terms of the capacity for this language to evolve
further, von Neumann’s design was deficient for the same reasons
as the architecture in general—it was a complex human-designed
architecture that was introduced into the environment without hav-
ing been through the filter of natural selection from simple begin-
nings to ensure its robustness and evolvability in its environment.23

With regard to evo-replicator design, Pask had already sug-
gested in the cybernetics literature of the early 1960s that the evo-
lution of the genetic language was an important issue (Sect. 5.5). It
also became a core question in Barricelli’s later work (Sect. 5.2.1,
especially [18]). More recently, Howard Pattee has explored the

22Specifically, Barricelli’s Tac Tix-playing symbioorganisms (Sect. 5.2.1), and Pen-
rose’s discussion of how machines based on his most complex designs might perform
tasks dependent upon their configuration (Sect. 5.3.1).

23Von Neumann acknowledged this point, stating that mutations to the inter-
preting machine would generally result in unviable offspring [303, p. 86] (but see
[137] and [22] for some recent investigations into the evolvability of the architec-
ture). Although his architecture implemented a sophisticated epistemic cut between
organism and environment [230], there is little evidence that it has the capacity for
significant further evolution.
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topic in detail, in the context of both hardware and software im-
plementations of artificial life (e.g. [230]).

Beyond a straight comparison of “top-down” and “bottom-up”
approaches, we should also remember that other designs are pos-
sible too. As discussed in Sect. 7.1, ideas such as collectively self-
reproducing factories of machines, Lamarckian evolution systems
and intentionally self-designing systems all suggest alternative
architectures. Further research is required to properly understand
the strengths and weaknesses of each of these approaches and to
ascertain which might be the most appropriate solution for any
given project.

7.3.4 Drive for Ongoing Evolution

Even if we managed to address all of the issues outlined above,
evo-replicator developers would still be faced with the question
of how to provide the drive for ongoing evolution of the system.
Pask (Sect. 5.5) suggested that in an ecosystem of self-reproducing
machines, such drive would come from co-evolutionary interac-
tions between the machines. Barricelli’s symbioorganisms had al-
ready provided an example of this process in action (Sect. 5.2.1).
In Lucubratio Ebria, Butler envisaged a co-evolutionary process
not between machines and other machines, but between machines
and humans (Sect. 3.1). Bernal considered a mixture of the two
processes, with his artificial planets (globes) competing for nat-
ural resources and also directed by the desires of their colonists
(Sect. 4.2.1). The question of how to build systems that possess
continual evolutionary activity leading to the ongoing discovery of
new adaptations and innovations is the central focus of current
research on open-ended evolution by the Artificial Life community
(Sect. 6.1).

For those following von Neumann’s grand goals of creating self-
reproducing general manufacturing machines which also have the
ability to evolve (i.e. evo-maker-replicators), many questions
remain to be answered if this is to become a safe and commer-
cial technology of practical benefit to us, rather than an avenue by
which we might unwittingly create our own successors.

One key outstanding question is how to provide a drive towards
performing specific tasks. We would need to understand how to
reliably direct the evolution of the machines’ behaviour to fulfil
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specific human needs—while avoiding unwanted or harmful side
effects—in addition to honing their own needs for survival and re-
production. Our experience of the devastation caused by invasive
biological species could pale into insignificance compared to the
havoc that evo-maker-replicators (or evo-replicators in general)
might wreak. Biological invasive species at least have a shared
evolutionary history that unites all terrestrial life at the level of
basic biochemistry. Physical evo-replicators would lack this shared
ancestry—they would be alien species in the very strongest sense.
Even before they had evolved any particularly complex or intel-
ligent behaviour, the very simplest physical evo-replicators might
in themselves represent an existential threat to humankind. If they
evolved and speciated much faster than their biological
counterparts, they could generate their own parallel ecosystem
which might rapidly dissolve the indigenous one (our ecosystem)
by depriving it of its essential resources including matter, energy
and simply the space in which to live. As we have shown in the pre-
ceding chapters, the dangers of self-replicators developing
undesirable behaviours unaligned with our own needs has been
a common theme in the early literature. This is an example of
what has become known in current discussions about AI safety as
the value alignment problem [255].

On the other hand, those working with some applications of
evo-replicators actively seek to create systems where replicators
can develop their own goals and desires, beyond those set for them
by their human designers. This is particularly true in scientific re-
search on understanding how the autonomous generation of goals
has arisen in the biological world, and also in the development of
virtual ecosystems for entertainment purposes. Open-ended evolu-
tion could be a route by which the evolution of goals, desires and
purposiveness is achieved. The filter of natural selection applied
to a population of evo-replicators ensures that only those individ-
uals whose constitutions (i.e. their organisation and behaviour)
are best adapted for survival and reproduction persist. This leads
to the evolution of replicators whose constitutions are strongly
aligned with their goals. In other words, natural selection results
in a situation where the existence, design and behaviour of an evo-
replicator can all be explained in terms of how they promote the repli-
cator’s survival and reproduction. In the biological world, this is the
process by which organisms have attained the ability to act
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according to their own rules of behaviour rather than merely being
passively acted upon by the laws of physics [231]. Furthermore,
in biology we see that different species have evolved a dizzying
variety of instrumental goals on top of their final goals—that is, we
see that many different strategies and ways of living have emerged
to achieve the same underlying goals of survival and reproduction.

Taking a lesson from nature, the open-ended evolution of evo-
replicators by natural selection is therefore a potential route by
which AIs could develop true agency—the ability to develop and
act according to their own constitution-aligned goals. This poten-
tial of evolution to engender purposiveness and agency is not cur-
rently a major focus of research in open-ended evolution,24 but we
expect that to change in the coming years.

To delve much deeper into these issues would take us too far
away from the historical focus of this book. Suffice it to say, there
are plenty of suggestions in the origins of life literature about how
genetic systems might evolve from very simple beginnings to the
level of complexity observed in modern biological organisms.25

Furthermore, there is a growing literature on mechanisms by which
innovations arise in evolutionary processes, which will also be of
significant relevance to future work.26

7.4 Looking Forward

As our review has shown, the notion of self-replicator technology
has captured the imagination of scientists, writers and the gen-
eral public alike for a remarkably long time. The roots of the
idea can be traced back to early comparisons between animals and
machines in the seventeenth and eighteenth centuries (Chap. 2),
conjuring the first inklings of standard-replicator machines. Spec-
ulation about the future potential of the technology, and its impli-
cations for our own species, blossomed in the nineteenth century in
the wake of the British Industrial Revolution and the publication of
Darwin’s theory of evolution by natural selection (Chap. 3). These

24Although there are some hints at it elsewhere in the recent literature (e.g. [284,
pp. 253–255], [187]).

25Many of these are reviewed in [171] and [84].
26Examples of work on evolutionary innovations from a biological perspective

include [142], [200], [304] and [305]. Examples from an ALife perspective include
[226], [279] and [172].
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developments heralded the emergence of the idea of evo-replicator
machines. Self-replicator technology was a recurring theme in sci-
ence fiction stories and other literary works in the early twentieth
century (Sect. 4.1), and received the first rigorous scientific treat-
ment by John von Neumann in the 1940s (Sect. 5.1.1). The first
realisations in both digital and physical forms soon followed in the
1950s (Sects. 5.2–5.3), accompanied by a distinct line of research
focused on maker-replicator machines. As we outlined in Chap. 6,
more recent decades have seen continued progress in all areas,
with further research and development of standard-replicator, evo-
replicator and maker-replicator technology both in physical form
and in software implementations.

However, notwithstanding the quotes shown in Chap. 1 and the
recent developments described in Chap. 6, the idea has fallen out
of the media spotlight. Despite the steady progress described in
Chap. 6, there have been no really major recent breakthroughs in
the area, unlike in other areas of AI and machine learning that
currently command so much attention from the mass media.

It is true that no one has yet succeeded in building a large-scale
physical self-reproducing machine of the kind envisaged by von
Neumann or NASA. While von Neumann’s work showed that it was
theoretically possible to build a self-replicator (indeed, one featur-
ing both universal construction and evolvability—an evo-maker-
replicator) without any logical paradox or infinite regress of
description, various critical practical issues remained unaddressed.
Not least among these were the questions of how the self-replicator
might ensure a continual supply of energy and raw materials. De-
spite some recent progress in these areas, such as the latest work on
maker-replicators for space systems mentioned in Sect. 6.3, these
questions still represent key hurdles for researchers working on
physical self-replicator technology.

The continual supply of energy and raw materials are less daunt-
ing issues when we consider molecular-level self-replicating sys-
tems (Sect. 6.3). It is for this reason, combined with potentially
lower development costs, that we believe significant near-term
progress in physical self-reproduction is most likely to occur in
these kinds of systems (i.e. wetware and nanobot maker-
replicators). With molecular-level systems, as with physical self-
reproducing systems at any scale, development of this technol-
ogy must be accompanied by careful consideration of potential
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risks including the possibility of environmental havoc caused by
an out-of-control self-replication process. If these systems have the
potential to evolve, then the hazards are further amplified. Ex-
amples of current efforts to mitigate, control and govern these
risks include those described in Sect. 6.4. A great deal more effort
will be required as this technology continues to develop, address-
ing possible risks in all media in which self-replicators could be
developed, in hardware, software and molecular-level systems.

Over a slightly longer time frame of several decades, and
funding permitting, work on large-scale physical self-replicators in
the form of maker-replicators is likely to become a more signifi-
cant enterprise. We consider the most likely applications of this
technology to be in space exploitation and exploration. This would
represent the realisation of ideas first put forward by J. D. Bernal
nearly one hundred years ago and also envisaged by Konrad Zuse,
Freeman Dyson and others (Sect. 6.3). The NASA study of 1980
represents the most significant effort in this area to date, but new
technologies and scientific discoveries have provided extra impetus
to this field in the last decade (Sect. 6.3). Of these new technolo-
gies, recent initial explorations of biologically-based techniques for
off-Earth mining and construction might eventually provide the
easiest route to developing large-scale physical self-replicators by
creating the possibility of a bio-technological hybrid approach.

Notwithstanding these developments in physical self-replicator
technology, the most active area of current research is undoubt-
edly in software systems (Sect. 6.2). In contrast to research on
physical systems, the majority of contemporary work on software
self-replicators focuses upon the evolutionary potential of self-
reproducing agents—that is, evo-replicators rather than maker-
replicators. Rather than trying to restrict the possibility of self-
replicators to evolve, this work actively seeks to understand the
biological world’s capacity for continual inventiveness, and to
create software systems that exhibit similarly open-ended
evolutionary dynamics. Some view these kinds of evolutionary
artificial life systems as a promising route to achieving human- or
superhuman-level artificial general intelligence (AGI). Related to
this, evolution by natural selection can furnish an AI with
purposiveness and true agency—the ability to act according to their
own goals and desires (Sect. 7.3.4). More mundanely, but no less
importantly, work on software-based self-replicator technology
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could also become a useful test bed for understanding the effec-
tiveness of measures proposed to curb the evolutionary capacity of
physical self-replicator systems. In addition to these mid- to long-
term applications, the technology also has commercial applications
in the short-term, such as providing a means of populating open
virtual worlds with a rich diversity of lifeforms.

It may be tempting to think that work on software-based self-
replicator technology is, in itself, a much safer pursuit than its
hardware counterparts. Yet there is no room for complacency here,
because the boundaries between the virtual and physical worlds
are inexorably dissolving. Examples such as the malicious Stuxnet
computer worm, which is believed to have caused targeted real-
world damage to Iran’s nuclear-enrichment facilities [176], give
some indication of the potential dangers.

Within the last decade we have become accustomed to
headline-grabbing discussions of grave dangers connected with the
development of AGI, superintelligence and the hypothesised tech-
nological singularity. In the near-term at least, it is the potential
of malicious or out-of-control software self-replicators to cause dis-
ruption and damage, whether targeted or unintended, both in the
virtual world and in the real world, that represents the most press-
ing risk of this technology. Recent years have seen the emergence
of various initiatives aimed at understanding the risks associated
with the advent of advanced AI including self-replicator technol-
ogy, and at providing guidelines for the responsible development
of these systems (Sect. 6.4). Nevertheless, the history of computer
security suggests that we can expect an ongoing battle between
those who develop harmful software evo-replicators (either inten-
tionally or through ignorance or negligence) and those who seek to
protect their online and real-world systems from potential damage
by such systems.

Before work commenced on the first implementations of soft-
ware and hardware self-replicators in the 1950s (Chap. 5), the con-
cerns of earlier commentators in the nineteenth and early
twentieth centuries were mostly about the possibility of large-scale
physical evo-replicators and the consequences of this technology
for the future of humankind. However, in light of the challenges
and complexity involved in their design, the likely costs versus
short-term benefits of their development and the risks involved in
their operation, we do not envisage this particular kind of self-
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replicator technology as representing a danger in the near-term.
Of the various kinds of systems we have discussed, including evo-
replicators and maker-replicators in software and in hardware,
these large-scale physical evo-replicators are the least likely to be
developed any time soon.

Nevertheless, as the work we have reviewed in the preced-
ing chapters demonstrates, the goal of building large-scale evo-
replicators is a persistent idea that has occupied the minds of
forward thinkers from the publication of On the Origin of Species
over one hundred and sixty years ago to the present day. The
hurdles that must be overcome to implement this kind of system
are immense, but they do not appear to be completely insurmount-
able.

Farmer and Belin (Sect. 6.1 and quoted on p. 1) suggest that
the impact of physical evo-replicator technology “on humanity and
the biosphere could be enormous, larger than the industrial revolu-
tion, nuclear weapons, or environmental pollution” [109, p. 815].
As envisaged by various authors we have discussed, this technol-
ogy could be a means by which humankind assures its long-term
survival across deep time and space by providing a route whereby
we might colonise the universe, or by evo-replicators becoming
our worthy successors. On the other hand, it also has the potential
to wreak havoc in the environment, to disrupt the biosphere, to
develop its own goals unaligned with our own, and, in so doing, to
wipe us out in the process and ultimately to extinguish the light of
consciousness in the universe.

In this, as with all other forms of self-replicator technology,
whether it turns out to be beneficial or detrimental to us in the
long run depends upon how well we understand the issues at stake,
and upon how that understanding enables us to properly manage
its development. A thorough understanding of these issues should
be based upon a sound appreciation of the history of the ideas
involved. It is our hope that the review and discussion we have set
out in the preceding chapters represents a helpful starting point in
this endeavour.
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